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U.S.  DEPARTMENT OF ENERGY

Office of the Chief Information Officer

CYBER SECURITY RISK MANAGEMENT PROGRAM MANUAL

1. PURPOSE AND SCOPE.  

The purpose of cyber security risk management is to present a consistent approach that complies with:

· the E‑Government Act of 2002 (P.L. 107‑347, the Federal Information Security Management Act [FISMA]), December 17, 2002; and

· requirements defined in OMB Circular A‑130, Management of Federal Information Resources, Appendix III, “Security of Federal Automated Information Resources,” November 28, 2000.  

Both Public Law and the OMB Directive require a risk management approach based on a cost‑effective, threat mitigation based analysis and control implementation process.

The National Institute of Standards and Technology (NIST) Special Publication (SP) 800‑30, Risk Management Guidance for Information Technology Systems, October 2001, describes formal risk management as a structured process through which risks are systematically identified, analyzed, mitigated, and monitored.  Applied early, continuously, and rigorously, the process provides a disciplined environment for both decision-making and efficient use of Department of Energy (DOE) resources.  Many of the Headquarters and Departmental elements’ general support systems are interconnected through shared information resources that can pose potentially significant risks to the confidentiality, integrity, and availability of the DOE’s information assets.  

Effective risk management is based on the premise that the heads of DOE elements must identify potential problems or risks long before an incident can occur.  Strategies must be developed to increase the likelihood of a favorable outcome through sound risk management processes. 

This Manual defines a structured, cohesive, and consistent process for performing risk management for DOE’s Federal information systems and national security systems, as defined in accordance with Federal law and information security policy and guidance.  Each DOE element must identify and understand the threats, likelihood of an occurrence, and potential impact of an occurrence and then define and implement cost‑effective controls to minimize the threat risks.  

The objectives of risk management using standardized processes are to:

· effectively secure the DOE general support systems and major applications; 

· allow management to make informed risk management decisions and focus information technology risk mitigation expenditures; and 

· assist management in understanding the total operational and residual risks for DOE systems (that is, assist in decision-making concerning risk assessment and acceptance).

2. APPLICABILITY.

a. DOE Elements.  This Manual applies to all DOE elements that have access to Federal information and/or national security systems (See Attachment 1).  Heads of DOE elements may also specify and implement supplemental requirements to protect their information and information systems and to address specific risks, vulnerabilities, or threats.  Heads of DOE elements also are responsible for specifying additional contractor requirements for their organizations and for ensuring that those requirements are incorporated into contracts via a Contractor Requirements Document (CRD). 

b. Site/Facility Management Contracts.  

(1) This Manual applies to site/facility management contractors and subcontractors subject to DOE Acquisition Regulation, Part 952.204‑2, or other clause requiring protection of classified information, nuclear material, or other sensitive information or activities. 

(2) Except for the exclusions in paragraph 2c, the CRD (Attachment 2), sets forth the requirements of this Manual that will apply to those site/facility management contractors whose contracts include the CRD.

(3) This CRD must be included in all site/facility management contracts that require or involve access to DOE information systems. 

(4) This CRD does not automatically apply to other than site/facility management contractors.  Applicability of any requirements of this Manual to other than site/facility management contractors will be communicated separately from this Manual.

(5) The Heads of Departmental elements are responsible for notifying contracting officers of which site/facility management contractors are affected by this Manual (see Attachment 3).  Once notified, contracting officers are responsible for incorporating the CRD into each affected site/facility management contract via the laws, regulations, and DOE Directives clause of the contract.

(6) As the laws, regulations, and DOE Directives clause of site/facility management contracts states, regardless of who performs the work, site/facility management contractors with a CRD incorporated into their contracts are responsible for complying with the requirements of the CRD.  Affected site/facility management contractors are responsible for flowing down the requirements of this CRD to subcontracts at any tier to the extent necessary to ensure the site/facility management contractors’ compliance with the requirements.  In doing so, they must not unnecessarily or imprudently flow down requirements to subcontractors.  That is, contractors will (a) ensure that they and their subcontractors comply with the requirements of this CRD and (b) only incur costs that would be incurred by a prudent person in the conduct of competitive business.

c. Exclusions.  Consistent with the responsibilities identified in Executive Order (E.O.) 12344, the Director of the Naval Nuclear Propulsion Program will ensure consistency through the joint Navy and DOE organization of the Naval Nuclear Propulsion Program and will implement and oversee all requirements and practices pertaining to this DOE Manual for activities under the Deputy Administrator’s cognizance.

3. REFERENCES.

The following Public Laws and policies contain cyber security program requirements and guidance that may be helpful in implementing this Manual.

a. E‑Government Act of 2002 [P.L. 107‑347], Title III, Federal Information Security Management Act of 2002 (FISMA), December 17, 2002.

b. Executive Order (E.O.) 12958, Classified National Security Information, April 17, 1995.

c. E.O. 12968, Access to Classified Information, August 2, 1995.

d. E.O.13231, Critical Information Protection in the Information Age, October 16, 2001. 

e. Office of Management and Budget (OMB) Circular No. A‑130, Management of Federal Information Resources, Appendix III, “Security of Federal Automated Information Resources,” November 28, 2000. 

The following national standards and guidelines provide relevant processes and procedures for implementing this Manual.

a. Federal Information Processing Standards Publication (FIPS PUB) 199, Standards for Security Categorization of Federal Information and Information Systems (Draft v1.0), May 2003.

b. National Industrial Security Program Operating Manual (NISPOM), January 1995 (with July 1997 and February 2001 changes).

c. National Security Telecommunications and Information Systems Security Instruction (NSTISSI) No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP), April 2000.
d. National Security Telecommunications and Information Systems Security Advisory Memorandum (NSTISSAM) INFOSEC 1‑99, The Insider Threat to U.S. Government Information Systems, July 1999.
e. International Organization for Standardization (ISO) 10007, Quality Management—Guidelines for Configuration Management, April 15, 1995.

f. National Institute of Science and Technology Special Publication (NIST SP) 800‑12, An Introduction to Computer Security:  The NIST Handbook, February 1996.

g. NIST SP 800‑26, Security Self‑Assessment Guide for Information Technology Systems, November 2001.

h. NIST SP 800‑30, Risk Management Guidance for Information Technology Systems, October 2001.

i. NIST SP 800‑37, Guide for the Security Certification and Accreditation of Federal Information Technology Systems (second public draft), June 2003.
The following DOE directives provide relevant requirements and procedures for implementing this Manual.

a. DOE O 205.1, Department of Energy Cyber Security Management Program, 3‑21‑03.

b. DOE M 205.1-A, draft Cyber Security Program Manual (CSPM), XX-XX-03.  

c. DOE M 471.2‑2, Classified Information Security Manual, 8‑3‑99.

d. DOE M 472.1‑1B, Personnel Security Program Manual, 7‑12‑01.

e. DOE O 472.1C, Personnel Security Activities, 3‑25‑03

4.
CONTACT.  Questions concerning this Manual should be addressed to the Office of the Chief Information Officer, (202) 586‑0166.

BY ORDER OF THE SECRETARY OF ENERGY:

	
	

	
	KYLE E. McSLARROW

	
	Deputy Secretary
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CHAPTER I.  DOE RISK MANAGEMENT

1. INTRODUCTION.
The Information Technology Management Reform Act of 1996 (P.L. 104-106, the Clinger‑Cohen Act) states that “the Director shall develop a process for analyzing, tracking, and evaluating the risks and results of all major capital investments by an Executive agency for information systems.” 

Heads of agencies are directly responsible for developing results‑based goals for improving the efficiency and effectiveness of systems acquisitions based on quantitative and qualitative benchmarks for cost, speed, productivity, and quality of output and outcomes. 

OMB Circular A‑130, Management of Federal Information Resources, Appendix III, directs that Government information be protected “commensurate with the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized access to or modification of information.” 

E.O. 13231, Critical Information Protection in the Information Age, directs that continuous efforts be in place to secure information systems, calling for cost‑effective security to be built into and made an integral part of Federal Government information systems.  

These statutes and Directives require implementation of a risk management approach that provides a cost‑effective, threat‑based analysis and control implementation process.

a. Risk management is applicable to systems regardless of their status in the system development lifecycle (SDLC).  Although introduction of security controls is least costly and most effective when fully integrated into an information system during the early stages of design, security controls can be implemented at any stage in the SDLC.  System managers must focus on technical, operational, and management threats and vulnerabilities when developing a risk profile for a system.  

b. NIST SP 800‑30, Risk Management Guidance for Information Technology Systems, October 2001, and SP 800‑12, An Introduction to Computer Security: The NIST Handbook, February 1996, list as components of risk.  The risk factors include threats, vulnerabilities, safeguards, consequences (of the occurrence of a particular event), and likelihood of occurrence.  Although each of these risk components must be analyzed for each system, they do not have to be analyzed separately but can be combined to develop a comprehensive view of risk.

c. As with most successful endeavors, risk management policies, procedures, and processes are best implemented with the end result in mind.  For risk management, the end result is the mitigation of risk to the extent possible and subsequent analysis and acceptance of the residual risk and “assurance” that the security controls that have been implemented are operating correctly and protecting the system as intended over time

d. NIST SP 800‑12 defines assurance as the degree of confidence the certifying and accrediting authorities have that the implemented security controls are maintaining or reducing the level of residual risk.  Assurance does not guarantee (ensure) security.  Rather, it is a measure of the perceived reliability of security controls for limiting risk.  Assurance must be analyzed from the technical, operational, and management perspectives.  Implementing, operating, and monitoring a strong configuration management (CM) program (see Attachment 4) adds to the level of assurance.  All Departmental elements must implement a CM program that follows guidelines from ISO 10007, Quality Management—Guidelines for Configuration Management, April 15, 1995.

e. All Departmental elements will use risk assessment, mitigation, and evaluation, as outlined in NIST SP 800‑30, for conducting the risk management activities associated with their Program Cyber Security Plan (PCSP) and Cyber Security Program Plans (CSPPs).  DOE O 205.1, Department of Energy Cyber Security Management Program, 3‑21‑03, requires Departmental organizations to document their cyber security programs in PCSPs that define the scope of activities and CSPPs that detail actions for each activity.  

f. The goal of this Manual is to define a consistent, cohesive process for assessing and managing cyber security risks associated with operating all DOE Federal information systems and national security systems for input to each Departmental element’s PCSP and CSPP.  Departmental elements’ operational risk documents must be updated continually on the basis of ongoing risk management evaluations or when there is a significant change to the target general support systems or major applications.  

g. From an operational standpoint, the risk management, CM, CSPP, security test and evaluation (ST&E), and certification and accreditation (C&A) processes are related through a controlled series of input (entry) and output (exit) criteria.  The work or processing required for tasks that compose the input criteria is described fully in the NIST publications referenced in the foreword (paragraph 3) to this Manual.  Output is the documentation of the work accomplished in the process.   The interaction between these processes provides a basis for a go‑forward analysis of the systems under review.  The Risk Management and NSTISSI No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP) establish minimum activities for each required process.  Figure I‑1 shows the input and output information generated by each activity; however, it should be understood that these are interlocked processes that may have to be completed multiple times as part of the C&A process for a particular general support system.

  Figure I‑1.  Risk Management Program Overview
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h. Specific output includes—

· A self‑assessment with action summary that is required for C&A (per NIST SP 800‑26, Security Self‑Assessment Guide for Information Technology Systems) and is part of the completed CSPP.  The action summary acknowledges the as‑is assessment and lists actions that the organization believes necessary to mitigate risk and improve its security posture.

· A controlled baseline that describes the configuration and the elements that comprise the managed portion of the general support system.  The system configuration described in this baseline is placed under strict CM, with all modifications processed through the change control process.  

· An accreditation statement that indicates whether the general support system is ready for operation or interim operation, or should not be put into operation (that is, denial of operation).

i. Outputs from the risk management process are completed risk assessment and mitigation documentation, detail on the security controls implemented, and a residual risk statement.  All of these documents are inputs to the final certification package presented by the certifying authority to the accrediting authority.  Each of these documents is a living document that requires ongoing updates as the system moves through operational changes and lifecycle phases.

2. ROLES AND RESPONSIBILITIES.  Key roles and responsibilities in the risk management program are described in the following subsections.

a. Office of the Chief Information Officer develops and maintains Departmental cyber security policies, Orders, Manuals, and guidelines for risk management.  Responsibilities include:

(1) providing strategic direction for incorporating the risk management process into C&A;

(2) incorporating national policies and standards into the Department’s risk management processes; and

(3) directing and providing oversight of and assistance to risk management and related processes.  

b. Office of Security coordinates with the OCIO to provide input to the development, use, and management of the risk management process to ensure a consistent approach in assessing and protecting DOE, Federal and national security information systems

c. Heads of Departmental Elements.  
(1) Establish cyber security risk management programs within their organizations, as detailed in draft doe m 205.1-A, Cyber Security Program Manual, xx‑xx‑03.  

(2) Make informed decisions on incorporating risk management principles using a documented, cost‑effective, risk‑based approach consistent with guidelines and principles defined in nist sp 800‑30.  This approach must include:

(a) identifying threats and vulnerabilities; 

(b) documenting decisions on the adequacy and maintenance of security controls; and 

(c) determining cost implications of enhanced protection and acceptance of residual risk.  

(3) Assume responsibility and accountability for the implementation of a risk management process for all Departmental elements.  

(4) Identify and document a risk management process in the elements’ PCSPs and require that sub-elements identify and document the use of a risk management process in their CSPPs.  

(5) Ensure that Federal information and national security systems under their cognizance are assessed for risk, with assessments documented and included in a PCSP or CSPP, as appropriate.  

(6) Ensure that all affected personnel are appropriately trained in the risk management process.

(7) Ensure that each general support system, major application, or critical infrastructure protection (CIP) has completed all necessary risk management documentation and activities before accreditation is granted.

(8) Provides guidance to designated approving authorities (DAAs) on the risk management process, accreditation, and applicable DOE Policies and Directives.  

d. Office of Independent Oversight and Performance Assurance.

(1) Implements an independent oversight program for evaluating Departmental elements’ performance and compliance with risk management requirements.

(2) Provides independent performance testing as part of the risk management process.  

e. Office of Inspector General.  

(1) Provides relevant criminal threat information to Departmental elements to assist in the risk management process.  

(2) Coordinates cyber security efforts with Departmental elements.

f. Designated Approving Authority is a senior Federal management official with authority to formally grant (or deny) accreditation to Federal/national security information systems, at an acceptable level of risk.  

(1) On the basis of the information available in the final certification package (that is, the security plan, development and/or operational ST&E reports, the risk assessment report, and the certifier’s recommendation), the DAA can make a risk‑based decision to:

(a) grant full accreditation (ATO); 

(b) grant interim accreditation (IATO); or

(c) deny system accreditation.  

(2) Through accreditation, the DAA assumes responsibility for the identified residual risk and for ensuring that security controls will provide appropriate protection.  

g. Certifier and Certification Team works independent of the organization responsible for the day‑to‑day operation of an information system undergoing risk assessment.  Those responsible for day‑to‑day operation may assist the certifier to ensure that all applicable risks are properly assessed and that hidden risk is exposed.  Responsibilities include:  

(1) Makes technical judgment of an information system’s compliance with security requirements; 

(2) Identifies, assesses, and documents the risks associated with operating the system;

(3) Coordinates certification activities;

(4) Consolidates the final risk management package with assistance from a certification team for large or complex systems;

(5) Provides technical and non-technical expertise needed to evaluate the information system’s security policies, procedures, and practices (NOTE:  The frequency with which these security activities are to be performed depends on changes in risk or other significant changes to the system’s operating environment as defined in the Department’s PCSP, Public Law, or NIST documents.); and 

(6) Ensures testing of an approved subset of the management, operational, and technical controls on every information system identified in the CSPP or system security plan (SSP).  

h. System Owner is responsible for procurement, development, integration, modification, operation, and maintenance of an information system.  For systems under design and development, the owner may be referred to as the program manager. The system owner is responsible for assuring that the technical and operations controls for the system are functioning as required.

i. Information Systems Security Officer (ISSO).
(1) Is responsible to the system owner and DAA for ensuring the security of an information system throughout its lifecycle, from design through disposal.  

(2) Works with the certifier and the certification team by providing access to plans, processes, and procedures used in the operation and maintenance of the security posture of the system.  

(3) Reports operating characteristics that may represent a threat or vulnerability to the system.  

(4) Is responsible for the day‑to‑day operation and maintenance of the security plan for assigned Federal information systems and national security systems including:

(a) physical and personnel security; 

(b) configuration management; 

(c) incident handling; and 

(d) security awareness, training, and education.  

(5) Assists in development of the system security policy, including the risk management plan. 

(6) Is a key participant in ensuring that the system is properly prepared for the certification process.  

(7) Identifies to the program manager and DAA all system and environment changes that may necessitate re-certification or re-accreditation.  

3. Security Categorization.  
FIPS PUB 199, Standards for Security Categorization of Federal Information and Information Systems (Draft v1.0, May 2003), establishes a framework for determining levels of risk for each of the core security objectives of confidentiality, integrity, and availability.  These risk levels, as shown in Table I-1, take into consideration both impact and threat, as prescribed by FISMA.  The risk levels listed in FIPS PUB 199 provide guidance for the selection, implementation, and ongoing operational assurance of appropriate security controls.  

FIPS PUB 199 and NIST SP 800-37 recommend risk assessment using a graded (low, moderate, high) system of categorization for each security objective (confidentiality, integrity, and availability).  NOTE:  Both FIPS PUB 199 and NIST SP 800-37, Guide for the Security Certification and Accreditation of Federal Information Systems (draft, June 2003), are currently in draft (and thus still subject to change).  

As part of the risk management process, each system must have its level of risk assessed for each objective.  Given the highly interconnected environment at DOE, it is imperative that appropriate levels of risk be assigned for each security objective.  These risk levels are then used in selecting the appropriate security controls to mitigate the identified risks, as described in the risk management processes presented in Section 4, below.

Table I‑1.  Categorization of Federal Information and Information Systems 
	
	LEVEL OF RISK

	SECURITY OBJECTIVE
	LOW
	MODERATE
	HIGH

	Confidentiality

Preserving authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information.  [44 U.S.C., SEC.  3542]


	The unauthorized disclosure of information could be expected to have a limited adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of confidentiality could be expected to cause a negative outcome or result in limited damage to operations or assets, requiring minor corrective actions or repairs.


	The unauthorized disclosure of information could be expected to have a serious adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of confidentiality could be expected to cause significant degradation in mission capability, place the agency at a significant disadvantage, or result in major damage to assets, requiring extensive corrective actions or repairs.
	The unauthorized disclosure of information could be expected to have a severe or catastrophic adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of confidentiality could be expected to cause a loss of mission capability for a period that poses a threat to human life, or results in a loss of major assets.



	Integrity

Guarding against improper information modification or destruction, and includes ensuring information non‑repudiation and authenticity.  [44 U.S.C., SEC.  3542]


	The unauthorized modification or destruction of information could be expected to have a limited adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of integrity could be expected to cause a negative outcome or result in limited damage to operations or assets, requiring minor corrective actions or repairs.


	The unauthorized modification or destruction of information could be expected to have a serious adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of integrity could be expected to cause significant degradation in mission capability, place the agency at a significant disadvantage, or result in major damage to assets, requiring extensive corrective actions or repairs.
	The unauthorized modification or destruction of information could be expected to have a severe or catastrophic adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of integrity could be expected to cause a loss of mission capability for a period that poses a threat to human life, or results in a loss of major assets.



	Availability

Ensuring timely and reliable access to and use of information.  [44 U.S.C., SEC.  3542]


	The disruption of access to or use of information or an information system could be expected to have a limited adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of availability could be expected to cause a negative outcome or result in limited damage to operations or assets, requiring minor corrective actions or repairs.


	The disruption of access to or use of information or an information system could be expected to have a serious adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of availability could be expected to cause significant degradation in mission capability, place the agency at a significant disadvantage, or result in major damage to assets, requiring extensive corrective actions or repairs.
	The disruption of access to or use of information or an information system could be expected to have a severe or catastrophic adverse effect on agency operations (including mission, functions, image or reputation), agency assets, or individuals.  A loss of availability could be expected to cause a loss of mission capability for a period that poses a threat to human life, or results in a loss of major assets.




Source:  FIPS PUB 199

4. RISK MANAGEMENT PROCESSES for FEDERAL INFORMATION SYSTEMS.  

a. Federal information systems and national security systems must include risk assessment as part of C&A.  Departmental elements will use the three‑phase risk management process outlined in NIST SP 800‑30, or a documented functional equivalent, for completing the risk management functions related to the C&A program for their element.  Additional requirements for national security systems are discussed in Chapter II of this Manual.  As outlined in NIST SP 800‑30, risk management, consists of;

(1) risk assessment; 

(2) risk mitigation; and 

(3) ongoing evaluation and assessment facilitated by continuous monitoring. 

Details for completing each of the activities and processes listed below can be found in NIST SP 800‑30.  Many of the activities also are described in NIST SP 800‑12 and NIST SP 800‑37.

b. Risk Assessment Steps.  As the problem definition stage of risk management, assessment is a means to identify and analyze (quantify) threats and vulnerabilities and potential for occurrences in terms of probability and consequences/impacts.  The following steps are used to conduct risk assessment:

(1) Characterize the general support system;

(2) Identify threat;

(3) Identify vulnerability;

(4) Analyze controls;

(5) Determine likelihood of occurrence;

(6) Analyze impact;

(7) Determine risk;

(8) Recommend controls;

(9) Document results.

c. Risk Mitigation Steps.  Mitigation involves analyzing potential security control options, selecting those that offer the greatest cost‑effective reduction in risk, assigning responsibility, implementing the security controls, and verifying that they are operating as anticipated.  The steps detailed in NIST SP 800‑30 include:

(1) determining options;

(2) assessing strategies;

(3) selecting implementation approach; and

(4) analyzing residual risk.

d. On-going Evaluation and Assessment.  Activities are focused on documenting, auditing, and verifying that the security controls have been implemented and documented.  These activities also include verifying the ongoing operations and scheduling the updates for the C&A process.  The testing, verification, and accountability activities for operational authorization, described in NIST SP 800‑30, are also found in OMB Circular A‑130 and the Clinger‑Cohen Act.  Steps include:

(1) documenting security controls and risk status;

(2) documenting residual risk; and 

(3) continuous monitoring, scheduling reassessments, and ST&E.

CHAPTER II.  NATIONAL SECURITY SYSTEMS 

RISK MANAGEMENT PROGRAM

1. INTRODUCTION.  FISMA mandates that agency heads implement cost‑effective security policies, procedures, and control techniques to provide protection to the agency’s information and information systems commensurate with the risk and magnitude of harm that would come from unauthorized disclosure, disruption, modification, or destruction.  Oversight accountability for enforcing compliance with the requirements of the Clinger‑Cohen Act and other related statutes is included.  These policies are directed at ensuring the confidentiality, integrity, availability, and non-repudiation of information contained within all national security systems.  

a. Heads of Departmental elements are responsible, and will be held accountable, for ensuring that the national security systems under their control are operated with appropriate security controls and in concert with Federal Directives.

b. Strong consideration also must be given to comprehensive personnel policies when dealing with national security systems.  Counterintelligence reports and threat assessments have consistently shown that as much as 80 percent of risk to information systems comes from authorized users.  Available resources for security planning include the following.

(1) National Security Telecommunications and Information Systems Security Advisory Memorandum (NSTISSAM) INFOSEC 1‑99, The Insider Threat to U.S. Government Information Systems (July 1999), lists types of individuals that pose security threats, including traitors, zealots, browsers, disgruntled employees, and well‑intentioned personnel and security controls that can be used to mitigate the insider threat risk.  

(2) E.O. 12968, Access to Classified Information (August 2, 1995), delineates eligibility requirements for granting access to classified information.

(3) DOE O 472.1C, Personnel Security Activities, 3-25-03, and DOE M 472.1‑1B, Personnel Security Program Manual, 7-12-01, along with E.O. 12968 should be used as the basis for establishing a personnel risk mitigation strategy.  

c. Heads of Departmental elements must establish clearly defined policies for issuing access to classified systems and, as part of the awareness and training program of the PCSP, develop education objectives to inform personnel about potential signs that someone might be accessing information beyond his/her need‑to‑know.  Risk assessment must include the insider threat and countermeasures as part of the SSP or CSPP, as appropriate.

2. UNAUTHORIZED ACCESS.  DOE is committed to preventing unauthorized access to national security systems and classified information, as required by E.O. 12958, Classified National Security Information (April 17, 1995).  

a. When assessing risk for national security systems, it is imperative that the rigor of the process be representative of the magnitude of loss that would occur if the confidentiality, integrity, or availability of the system or information were compromised.  

b. National security systems require special attention because of the magnitude of loss that could result from the unauthorized disclosure of classified information.  Those responsible for certifying and accrediting national security systems must effectively assess and categorize the level of risk to confidentiality, integrity, and availability.  This risk categorization is crucial input into the minimal set of security controls that will be required for all Federal information systems.  

c. The system owner or DAA must assess the residual risk with the base set of controls implemented.  The system owner or DAA may then require cost‑effective supplemental controls, commensurate with the threat and magnitude of loss, to further reduce the risk level.  

d. Statutes that define national security information systems requirements include the following.  

(1) National Security Telecommunications and Information Systems Security Instruction (NSTISSI) No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP), April 2000, requires the development and maintenance of a system security authorization agreement (SSAA) for each national security system.  The SSAA establishes an evolving, yet binding, agreement on the level of security required before system development begins or changes to the system are made.  

The DAA should be cognizant of any changes to the system because they may impact the risk profile.  Prudent risk reduction controls shall be implemented and documented to provide assurance that the national security system is operating as intended in the SSAA.  It is understood that Departmental elements may have a current security plan and that plan may be used as input to the SSAA and supplement the current system security plan with the required SSAA information.  

(2) E.O. 12829 establishes the National Industrial Security Program and directs the development of the National Industrial Security Program Operating Manual (NISPOM).  

(3) NISPOM (DoD 5220.22‑M, National Industrial Security Program Operating Manual with changes through February 2001), provides guidance on requirements, restrictions, and other safeguards to prevent unauthorized disclosure and to control authorized disclosure of classified information.  NISPOM was created to provide a framework for implementing and maintaining a simple, uniform, and cost‑effective security system for sensitive information and technologies.  

(a) The cognizant security agency (CSA) must conduct annual evaluations of national security systems that ensure that a “balanced, cost‑effective application of security disciplines and technologies is developed and maintained.”  

(b) The CSA also is responsible for reviewing any changes prior to implementation and for ensuring that the system CM baseline documentation is maintained.  If risks have changed substantially based on changes in architecture or if security controls are not maintained, the CSA can remove the authority‑to‑operate accreditation.  

(c) Heads of Departmental elements must be responsible for reducing risks to mandated/acceptable levels in all national security systems under their control and for continuing to ensure that acceptable levels are not exceeded.  

(4) NIST 800‑30 details risk assessment for national security systems, following the guiding principles provided in NIACAP and NISPOM.  The level of assessment rigor and the level of documentation detail must be commensurate with risks and magnitude of harm, as mandated by FISMA.  The risks associated with authorized users shall be examined and documented as part of the development of the appropriate SSAA sections.

e. The transition from a purely prescriptive risk avoidance policy to a cost‑effective risk management‑based process should not be construed as lowering the protection requirements for national security information.  There currently are and will continue to be minimal security controls required for every national security system.  This information is crucial to the security of the United States.  

f. Heads of Departmental elements, in concert with the OCIO, must understand the value of the information and the harm that could result from unauthorized disclosure.  Careful consideration should be given to lowering security controls and protection levels for national security systems.  

g. Heads of Departmental elements and accrediting authorities are directly responsible for ensuring that classified information is protected using effective risk mitigation‑based security controls and will be held accountable for their authority‑to‑operate decisions for all national security systems.

ORGANIZATIONS TO WHICH DOE M 205.1-X IS APPLICABLE

(current as of 9/29/03)

Office of the Secretary

Office of the Chief Information Officer

Office of Civilian Radioactive Waste Management

Office of Congressional and Intergovernmental Affairs

Office of Counterintelligence

Departmental Representative to the Defense Nuclear Facilities Safety Board

Office of Economic Impact and Diversity

Office of Energy Efficiency and Renewable Energy

Energy Information Administration

Office of Environment, Safety and Health

Office of Environmental Management

Office of Fossil Energy

Office of General Counsel

Office of Hearings and Appeals

Office of Independent Oversight and Performance Assurance

Office of the Inspector General

Office of Intelligence

Office of Management, Budget and Evaluation and Chief Financial Officer

National Nuclear Security Administration

Office of Nuclear Energy, Science and Technology

Office of Policy and International Affairs

Office of Public Affairs

Office of Science

Secretary of Energy Advisory Board

Office of Security

Office of Worker and Community Transition

Office of Energy Assurance

Office of Electric Transmission and Distribution

Bonneville Power Administration

Southeastern Power Administration

Southwestern Power Administration

Western Area Power Administration

CONTRACTOR REQUIREMENTS DOCUMENT

DOE M 205.1-X, DOE Cyber Security Risk Management Program Manual

 SEQ CHAPTER \h \r 1This Contractor Requirements Document (CRD) establishes the requirements for Department of Energy (DOE) contractors, including National Nuclear Security Administration contractors, with access to DOE information systems.  Contractors must comply with the requirements listed in the CRD.

This CRD supplements requirements contained in the CRD for DOE O 205.1, including requirements for cyber resource protection, and risk management.  The contractor will ensure that it and its subcontractors cost effectively comply with the requirements of this CRD.

1. Cyber Resource Protection.  The contractor must, at all times, protect Federal information and national security systems under its management and control.  Protection must be commensurate with the risk and magnitude of harm to national security interests and DOE missions and programs that could result from a loss of confidentiality, availability, or integrity of the information or information systems.  

2. Risk Management.  The contractor must use a risk management approach in protecting information and information systems.  The documented risk management process must be used to support informed decisions on adequacy of protection, cost implications of enhanced protection, and acceptance of residual risk.  

a. NIST SP 800‑30, Risk Management Guide for Information Technology Systems, describes the recommended process.  In addition, the contractor can use a comparable documented process for completion of cyber security risk management functions.  At minimum, this process must be functionally equivalent to risk assessment, risk mitigation, and evaluation and assessment, as outlined in NIST SP 800‑30.

b. Requirements of the National Industrial Security Program Operating Manual (NISPOM) and DOE M 471.2-2, Classified Information Security Manual, 8‑3‑99, must be met or exceeded when developing, implementing, and assessing appropriate protections for national security systems and classified information.

3. Program Evaluation and Cyber Security Plan Development and Maintenance.  Contractor Cyber Security Program Plans (CSPPs) must be developed, approved, and maintained in accordance with each DOE element’s Program Cyber Security Plan (PCSP).  

a. PCSPs will be provided to contractors by site management officials, who will be the designated points of contact.  Contractor CSPPs must be reviewed and updated when operational considerations (such as risks, threats, cyber asset configuration, vulnerabilities, or governing Federal cyber security Directives or guidance) change significantly but no less often than every 2 years.  

b. Security plans, and CSPPs that serve as security plans, must be updated annually.

SITE FACILITY CONTRACTORS TO WHICH THIS MANUAL 

 IS INTENDED TO APPLY

(Current as of 9/29/03)

	Facility
	Contractor

	Management and Operating—Research

	Lawrence Berkeley National Laboratory
	University Of California

	Pacific Northwest National Laboratory
	Battelle Memorial Institute

	Brookhaven National Laboratory
	Brookhaven Science Associates 

	Sandia National Laboratories
	Lockheed Martin - Sandia Corp.

	National Renewable Energy Laboratory
	Midwest Research Institute

	Stanford Linear Accelerator Center
	Stanford University

	Bettis Atomic Power Laboratory
	Bechtel Bettis Inc

	Argonne National Laboratory
	University Of Chicago

	Idaho National Engineering & Environmental Laboratory
	Bechtel B&W Idaho LLC

	Thomas Jefferson Nat'l Accelerator Facility
	Southeastern Universities Res. Assoc.

	Ames National Laboratory 
	Iowa State University

	Oak Ridge National Laboratory
	University of Tennessee/Battelle

	Knolls Atomic Power Laboratory
	Lockheed Martin-KAPL, Inc

	Lawrence Livermore National Laboratory
	University Of California

	Los Alamos National Laboratory
	University Of California

	Savannah River Site
	Westinghouse Savannah River Company

	Princeton Plasma Physics Laboratory
	Princeton University

	Fermi National Accelerator Center
	Universities Research Association

	 
	 

	Management and Operating—Plant/Facility

	West Valley Project
	Westinghouse-West Valley Nuc. Services

	Strategic Petroleum Reserve
	Dyn McDermott Petroleum Ops. Co.

	Oak Ridge Y-12 National Security Complex
	BWXT Y-12 LLC

	Pantex Plant
	BWXT Pantex LLC

	Waste Isolation Pilot Plant
	Westinghouse TRU Solutions

	Nevada Test Site
	Bechtel Nevada Corp

	Kansas City Plant
	Honeywell Federal Manufacturing & Tech. 

	National Civilian Radioactive Waste Program (Yucca Mountain)
	Bechtel SAIC


	Facility
	Contractor

	Site Restoration

	Hanford Environmental Restoration 
	Bechtel Hanford Inc

	Oak Ridge Environmental Management 
	Bechtel Jacobs Co LLC

	Mound Environmental Management Project 
	CH2M Hill Mound, Inc

	Project Hanford 
	Fluor Daniel Hanford, Inc

	River Protection Project Tank Farm Management 
	CH2M Hill Hanford Group

	Rocky Flats 
	Kaiser Hill Co. LLC

	Fernald Environmental Management Project 
	Fluor Fernald Inc. 

	 
	 

	 
	 

	Other

	Grand Junction Technical & Remediation Services
	MACTEC Inc.

	Grand Junction Facilities & Operations Services
	Wastren Inc.

	Oak Ridge Institute of Science & Education
	Oak Ridge Associated Universities

	Occupational Health Services at the Hanford Site
	Hanford Environmental Health Foundation


CONFIGURATION MANAGEMENT

1. INTRODUCTION.  Configuration management (CM) involves identifying the status of components of a general support system or major application, systematically controlling changes to the configuration, and maintaining the integrity and traceability of the configuration throughout the lifecycle.  Each Departmental element is responsible for determining the items placed under CM.  These items may include the software (including operating system, application software, utilities, and libraries) and hardware products (such as servers, workstations, routers, and switches) that comprise the general support system/major application.  Items required for creating or maintaining these products (including user guides, installation manuals, and training manuals) are also included under CM.

a. As part of risk management, it is imperative that Heads of Departmental elements document the quantity, location, components, and business function for each general support system under the element’s management.  This information should be used as the basis for establishing a CM system as outlined in the international standard ISO 10007.  

b. Each Departmental element is responsible for determining the items placed under CM.  

c. CM may include software (such as operating system, applications, utilities, and libraries) and hardware (to include servers, workstations, routers, and switches) that compose the general support system/major application and materials required for creating or maintaining the systems (such as user guides, installation and training manuals). 

d. Risk assessment requires a detailed understanding of the general support system/major application, system components, and access/interconnection points.  Effective CM precludes degradation of the risk level by controlling changes to the operational, technical, and management system functions that provide assurance that as a system is being operated at the level assessed during the C&A.  As changes to the configuration are processed, approved, and implemented, it is imperative that personnel involved in risk assessment and mitigation be aware of all significant changes to the system and review the mitigation strategies that are affected. 

(1) For example, introducing security controls into a legacy application or system to mitigate risk may constitute a significant change as described in DOE O 205.1, DOE Cyber Security Management Program, 3-21-03, and OMB Circular A‑130, Appendix III, November 28, 2000.  Therefore, system security plans, along with CM documentation, must be updated to reflect the use of new or enhanced security controls.  

(2) As with other significant changes, new/enhanced security controls invalidate existing authorization for that system or application because they could introduce new vulnerabilities.  OMB Circular A-130, Appendix III, requires that a management official authorize in writing the use of a system based on implementation of its security plan before beginning or significantly changing processing in the system.

(3) Owners and operators of interconnected applications and systems must be apprised of any significant change to the interconnection agreement.  Understanding CM principles and the change management process is critical to maintaining the risk profile of a system between formal certification periods.

2. MANAGEMENT ROLES AND RESPONSIBILITIES.  
a. Heads of Departmental Elements.

(1) Establish a CM programs within their organization(s).  At a minimum, the program must follow the CM phases described in ISO 10007.

(2) Direct field/site organizations to implement a CM process integrated with cyber security.

(3) Designate senior information management representatives within the field/site organization to be responsible for implementation of the cyber security CM process.

(4) Support the CIO in the oversight of the cyber security CM process

b. Field/Site Organizations.
(1) Implement the CM process at the general support system/MA level.  

(2) Interface with the DOE element’s headquarters office on operation of the CM program. 

(3) Assume responsibility and accountability for the organization’s CM process.

(4) Ensure that CM roles and responsibilities are clearly defined.

(5) Ensure that adequate resources are planned/requested and allocated to implement and maintain CM.

3. CONFIGURATION MANAGEMENT PROCESS.
a. CM is implemented at the general support system/major application/CIP level in accordance with ISO 10007 or the CM standard indicated in the CSPP.  (NOTE:  If ISO 10007 is not being used, a functionally equivalent process must be documented and implemented for each general support system/major application.)  At a minimum, this process should track and control: 

(1) the baseline for each configuration element (including version control of hardware and software for the item); 

(2) engineering requests affecting the configuration item;

(3) change requests affecting the configuration item; and

(4) other programs’ use of general support system/major application assets.

b. As with risk management, CM processes should be cost-effective and directed at maintaining the risk profile of the system with a configuration baseline as the foundation.  Departmental elements should establish configuration control boards (CCBs) or change control boards with membership including representatives from the technical and operational components to ensure secure operation.

c. The CCB should centralize change control by baselining each general support system/major application/CIP configuration item.  A change control coordinator is assigned to track baseline versions and change requests.  The CCB considers and approves any change to a general support system/major application/CIP to prevent significant changes from being implemented before all affected organizations have been informed and allowed to provide input.

4. DOCUMENTATION AND REPORTING REQUIREMENTS.  All past and pending changes to the baseline must be documented and available for review or analysis (per ISO 10007).  The site/field organization must develop baseline identification nomenclature to ensure that configuration changes can be clearly identified.

5. REFERENCES.  Configuration management should be consistent with and based on the general concepts, principles, and practices defined in the ISO documents listed in Table 2‑1.

Table 2-1.  ISO Documents

	CM Document
	Document Title

	ISO 8402 
	Quality Management and Quality Assurance Vocabulary 

	ISO 9000‑1 
	Guidelines for Use of the ISO 9000 Series 

	ISO 9000‑2 
	Guidelines for Applying ISO 9000 to Services 

	ISO 9000‑3 
	Guidelines for Applying ISO 9000 to Software 

	ISO 9001 
	Model for Quality Assurance in Design/Development, Production, Installation, and Servicing 

	ISO 9002 
	Model for Quality Assurance in Production and Installation 

	ISO 9003 
	Model for Quality Assurance in Final Inspection and Test 

	ISO 9004 
	Quality Management and Quality System Elements‑Guidelines 

	ISO 10007 
	Guidelines for CM 

	ISO 10011‑1 
	Guidelines for Auditing Quality Systems, Audit 

	ISO 10011‑2 
	Guidelines for Auditing Quality Systems, Qualification Criteria 

	ISO 10011‑3 
	Guidelines for Auditing Quality Systems, Managing Audit Programs 

	ISO 10013 
	Guidelines for Preparing a Quality Manual 

	ISO/IEC 12207 
	Software CM


ACRONYMS

ATO
Authority To Operate

C&A
certification and accreditation

CCB
configuration control board

CM
configuration management

CRD
Contractor Requirements Document

CSA
Cognizant Security Agency

CSPM
Cyber Security Program Manual

CSPP
Cyber Security Program Plan

DAA
Designated Approving Authority

E.O.
Executive Order

IATO
Interim Authority To Operate

INFOSEC
information security

ISO
International Organization for Standardization

ISSO
Information Systems Security Officer

NIACAP
National Information Assurance Certification and Accreditation
Process

NISPOM
National Industrial Security Program Operating Manual
NIST
National Institute of Standards and Technology

NSTISSAM
National Security Telecommunications and Information Systems Security Advisory Memorandum

NSTISSI
National Security Telecommunications and Information Systems
Security Instruction

NSTISSP
National Security Telecommunications and Information Systems
Security Policy

PCSP
Program Cyber Security Plan

SDLC
system development life cycle

SP
Special Publication 

SSAA 
System Security Authorization Agreement

SSP
System Security Plan

ST&E
security test and evaluation

GLOSSARY

Accreditation—Formal declaration by a designated approving authority (DAA) that an information system is approved to operate in a particular security mode at an acceptable level of risk, based on the implementation of an approved set of technical, managerial, and procedural safeguards.

Audit—Independent review and examination of records and activities to assess the adequacy of system controls, ensure compliance with established policies and operational procedures, and recommend necessary changes in controls, policies, or procedures.

Certification— Comprehensive evaluation of the technical and nontechnical security safeguards of an IS to support the accreditation process that establishes the extent to which a particular design and implementation meet a set of specified security requirements.

Certification agent (certifier)—An individual responsible for making a technical judgment of the system’s compliance with stated requirements, identifying and assessing the risks associated with operating the system, coordinating the certification activities, and consolidating the final certification and accreditation packages.

Configuration control board (CCB)—A board composed of technical and administrative representatives who recommend approval or disapproval of proposed configuration changes to and deviations from a current configuration.

Change control coordinator—The person responsible for ensuring that approved pending configuration changes are properly recorded, that the correct versions of the configuration items are listed in the controlled (configuration) baseline, and that members are notified of and attend CCB meetings.

Change request—Documentation by which a proposed engineering change is described, justified, and submitted to a review committee for evaluation and impact assessment.

Classified information—Information that has been determined, pursuant to Executive Order 12958 or any predecessor order, or by the Atomic Energy Act of 1954 to require protection against unauthorized disclosure.  Classified information is marked to indicate classification level.

Configuration baseline—An approved, allocated configuration documentation for all assets in a network or information system; a controlled baseline.

Configuration control—The process of controlling modifications to hardware, firmware, software, and documentation to ensure that the information system is protected against improper modifications before, during, and after system implementation.

Configuration item—Hardware, software, or a combination thereof that satisfies an end‑use function and is designated for separate configuration management.  Configuration items are typically referred to by an alphanumeric identifier that also serves as the unchanging base for the assignment of serial numbers to uniquely identified units of the configuration item.

Configuration management (CM)—Management of security features and assurances through control of changes made to hardware, software, firmware, documentation, testing, test fixtures, and test documentation throughout the life cycle of an information system.

Departmental Elements— A term used for those Department of Energy Programs and Administrations listed in Attachment 1.
General support system—An interconnected set of information resources sharing common functionality, under the same direct management control.  A general support system normally includes hardware, software, information, data, applications, communications, and people.  For example, a system can be a local area network and smart terminals that support a branch office; an agency-wide backbone; a communications network; a Departmental data processing center and its operating system and utilities; a tactical radio network; or a shared information processing service organization.  (OMB Circular A‑130, Appendix III)

Heads of Departmental elements—Heads of first‑tier Federal organizations at DOE Headquarters and in the field.  At Headquarters they are the Secretary, Deputy Secretary, Under Secretary, and Secretarial Officers (Assistant Secretaries and staff office directors).  In the field, they are managers of the eight operations offices and the three field offices and administrators of the power marketing administrations.  

Information system (IS)— Any equipment or interconnected system or subsystems of equipment used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information, and includes:

· computers and computer networks;

· ancillary equipment;

· software, firmware, and related procedures;

· services, including support services; and

· related resources.

Information systems security officer (ISSO)—Person responsible to the designated approving authority for ensuring the security of an information system throughout its life cycle, from design through disposal; system security officer.

Information technology (IT)—Equipment or interconnected system or subsystem of equipment used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by an Executive agency.  The Executive agency may use the equipment directly or through an Executive agency contractor who requires the use of such equipment to perform a service or furnish of product.  IT includes computers; ancillary equipment; software; firmware; and related procedures, services (including support services), and resources and does not include equipment acquired by a Federal contractor incidental to a Federal contract, nor does it include national security systems as defined in the Clinger‑Cohen Act of 1996 (P.L. 104‑106) and OMB Circular A‑130, Appendix III.

Major application—An application that requires special security because of the risk and magnitude of harm that could result from the loss, misuse, or modification of or unauthorized access to information in the application.  (NOTE:  All Federal applications require some level of protection.)   Because of the information residing in them, certain applications require special management oversight and should be treated as major applications.  Adequate security for other applications is provided by the security of the systems in which they operate.  (OMB Circular A‑130, Appendix III)

National security information—Information that has been determined, pursuant to Executive Order 12958 or any predecessor Order, to require protection against unauthorized disclosure.

Residual risk—The portion of risk remaining after security measures have been applied.

Risk—A combination of likelihood that a threat will occur, a threat occurrence will have an adverse effect, and the possible severity of the resulting impact.

Risk assessment—The process of analyzing threats to and vulnerabilities of an information system and the potential impact the loss of information or capabilities of a system would have on national security.  The resulting analysis is a basis for identifying appropriate and cost‑effective countermeasures.

Risk management— Process of identifying and applying countermeasures commensurate with the value of the assets protected based on a risk assessment.

Security—Measures and controls that ensure the confidentiality, integrity, availability, and accountability of the information processed and stored by a computer.

Security test and evaluation (ST&E)—Examination and analysis of the safeguards required to protect an information system, as they have been applied in an operational environment, for determining the security posture of that system.

System—A set of interrelated components, consisting of mission, environment, and architecture as a whole.

Threat— Any circumstance or event with the potential to adversely impact an IS through unauthorized access, destruction, disclosure, modification of data, and/or denial of service.  For example,

· External security threats, which come from individuals who use technical knowledge or social engineering to gain unauthorized access (either via remote or gained local access) to perform malicious activity in cyber systems.

· Insider security threats (whether intentional or unintentional) with potential to be more serious than an external threat because the perpetrator of malicious activity has authorized access to the system.  

· Foreign access threat (either remote or internal) to the information environment, requiring assessment to ensure that access by foreign nationals to DOE cyber systems is approved by an official designated by the DOE site manager or line‑level organization accountable for the approval decision.

· Portable electronic devices, including laptop computers, palm devices, and cell phones capable of receiving, storing, or transmitting data in an electronic format.  Issues of concern include data aggregation, theft, and radio frequency/infrared interconnectivity.

· Mosaic threat that classified information or information requiring enhanced protection will be derived by combining open source information made separately available, perhaps by different organizations.

Threat assessment—Formal description and evaluation of potential for threat to an information system.

Unclassified— Information that has not been determined pursuant to E.O. 12958 or any predecessor order to require protection against unauthorized disclosure and that is not designated as classified.

Vulnerability— Weakness in an IS, system security procedures, internal controls, or implementation that could be exploited, as follows.  

· major vulnerability—if discovered and exploited, could reasonably be expected to result in a successful attack causing serious damage to the national security.  

· unspecified major vulnerability—a weakness in a system or organization’s defenses that could be exploited and is specified in no greater detail than the specific security system (or one of its major components) when it occurs.

Vulnerability assessment—Systematic examination of an information system or product to determine adequacy of security measures, identify security deficiencies, provide data from which to predict the effectiveness of proposed security measures, and confirm the adequacy of such measures after implementation.  
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