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CYBER SECURITY PROGRAM MANUAL

U.S. DEPARTMENT OF ENERGY

Office of the Chief Information Officer

CYBER SECURITY PROGRAM MANUAL
1. PURPOSE AND SCOPE.  This Manual describes how Department of Energy (DOE) organizations will implement DOE Order 205.1, Department of Energy Cyber Security Management Program, 3‑21‑03.  

2. SUMMARY.  This Manual defines cyber security program requirements:  Chapter I provides a brief background on the laws and directives on which the Department’s risk‑based cyber security program are based; Chapter II specifies the content of a Program Cyber Security Plan (PCSP); Chapter III, content of a Cyber Security Program Plan (CSPP); Attachment 1 lists the DOE organizations to which this Manual is applicable; Attachment 2 provides the Contractor Requirements Document (CRD); Attachment 3 lists the site/facility management contractors to which the CRD applies;  Attachment 4 lists acronyms used in this Manual; and Attachment 5 provides a glossary for this Manual.  

3. CANCELLATIONS.  None.   

4. APPLICABILITY.  
a. DOE Elements.  This Manual applies to all Departmental elements with responsibility for Federal information systems, including national security systems (see Attachment 1).  

b. Site/Facility Management Contracts.  

(1) The CRD, Attachment 2 of this Manual, sets forth requirements that apply to site/facility management contracts that include the CRD.  

(2) The CRD must be included in site/facility management contracts that are subject to DOE Acquisition Regulation, Part 952.204‑2, or other statutes or regulations requiring protection of classified information, nuclear material, or other sensitive information or activities.  

(3) Attachment 3 lists the site/facility management contracts to which the CRD is applicable.  

(4) This Manual does not apply to other than site/facility management contracts.  Any application of any requirements of this Manual to other than site/facility management contracts will be communicated separately.  

(5) The office identified in the Responsibilities paragraph is responsible for notifying the contracting officer of which site/facility management contracts are affected.  Once notified, the contracting officer is responsible for incorporating the CRD into each affected site/facility management contract via the laws, regulations, and DOE Directives clause of the contract.  

(6) As the laws, regulations, and DOE Directives clause of a site/facility management contract states, regardless of the performer of the work, the site/facility management contractor with the CRD incorporated into its contract is responsible for compliance with the requirements of the CRD.  An affected site/facility management contractor is responsible for flowing down the requirements of this CRD to subcontracts at any tier to the extent necessary to ensure the site/facility management contractor’s compliance with the requirements.  In doing so, the contractor shall not unnecessarily or imprudently flow down requirements to subcontracts.  That is, the contractor shall ensure that it and its subcontractors comply with the requirements of this CRD to the extent necessary to ensure the contractor’s compliance, and only incur costs that would be incurred by a prudent person in the conduct of competitive business.  

5. REQUIREMENTS.  DOE cyber assets must be protected from unauthorized access and must be monitored to ensure security is in place to prevent compromise of classified or sensitive information on computerized information systems or national security systems.  To maintain cyber security, DOE must meet requirements of laws, regulations, and guidance (see References).  DOE must:

a. Design and implement processes for analyzing, tracking, and evaluating the risks and potential results of compromise or failure of all information technology (IT) assets.  

b. Enforce accountability for proper planning, use of funding, and program management decisions to include cyber security consideration.  

c. Establish goals for improving confidentiality, integrity, and availability of Departmental data, as well as the efficiency and effectiveness of DOE operations, including appropriate delivery of services to the public, through the effective use of IT.  

d. Prepare an annual report, to be included in DOE’s budget submission to Congress, detailing milestones and progress in achieving the stated cyber security goals and linking them to the Capital Planning and Investment control process for IT investments.  

e. Ensure that performance‑based and results‑based measurements are prescribed for current and planned IT systems.  

f. Develop, maintain, and support a sound, integrated, and secure IT architecture.  

g. Inventory all computer equipment and maintain an inventory of excess or surplus equipment.   

h. Ensure that all personnel receive appropriate cyber security training and awareness.  

i. Develop a PCSP for each Departmental element.  

j. Develop CSPPs that conform to the Departmental elements’ PCSPs for each general support system, major application, and critical infrastructure protection (CIP) system at a DOE site/facility.  

k. Ensure that the cyber security program is developed and implemented in compliance with applicable National Institute of Standards and Technology (NIST) standards (800 series), National Security Telecommunications and Information Systems Security Instruction (NSTISSI) No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP), and applicable DOE documents.  

6. RESPONSIBILITIES.  

a. Office of the Chief Information Officer.  

(1) Provides direction for managing remote access to DOE cyber systems.  

(2) Establishes the certification and accreditation processes to be used for approving all classified and unclassified cyber systems covered by the Cyber Security Management Program (CSMP).  

(3) Evaluates and monitors the performance of the CSMP by analyzing PCSP and CSPP reviews, oversight reports, results of peer reviews, and other applicable performance‑based metrics and measures and reporting on program performance to senior DOE management.  

(4) Coordinates the Department’s response to the reporting requirements of the Federal Information Security Management Act of 2002 (Public Law 107‑347, Title III) and related legislation.  

(5) Monitors expenditures of DOE cyber security resources by coordinating with the Chief Financial Officer.  

(6) Manages Department‑wide central cyber incident reporting and response activities in coordination with the Office of Security, Office of Counterintelligence, Office of Inspector General, or DOE elements.  

(7) Directs computer incident advisory capability support in providing watch and warning capabilities, analysis, and assistance reviews.  

(8) Develops and maintains a process for identifying, documenting, and correcting significant cyber security deficiencies in DOE.  

(9) Establishes and manages a CSMP cyber security education, training, and awareness program.  

(10) Serves as the Department’s primary point of contact for cyber security issues with other Federal agencies.  

b. Heads of Departmental Elements.  

(1) Assume accountability for cyber security and accept overall residual risk for their organizations.  

(2) Serve as Designated Approving Authorities (DAAs) for their organizations.  

(3) Ensure that system certification and accreditation (C&A) is performed.  

(4) Notify contracting officers and ensure that the CRD is incorporated into relevant contracts.  

(5) Provide direction to implement PCSP and CSPP requirements.  

(6) Ensure that CIP assets are listed in CSPPs.  

(a) Formally designate individuals to be points of contact for cyber security within their organizations, who will:

1 establish, implement, document, and maintain the organization’s PCSP;

2 identify (in coordination with the OCIO) cyber security assets that require separate CSPPs;

3 facilitate internal and external reviews;

4 coordinate with the OCIO evaluation of the cyber security program performance; and

5 ensure that sufficient resources are identified, planned and requested to implement and maintain the PCSP.  

(b) Formally designate individuals to be points of contact within subsidiary organizations, who will:

1 establish, implement, document, and maintain CSPPs that will implement the organization’s PCSP;

2 ensure that the CSPP describes the process and timeline for integrating and implement PCSP requirements throughout the organization;

3 ensure that CSPPs include or reference implementation plans and procedures; 

4 ensure that cyber assets owned by other entities but under the stewardship of the organization are addressed in CSPPs;

5 ensure that sufficient resources are identified, planned, requested, and allocated to implement and maintain CSPPs; and

6 monitor the effectiveness of CSPP implementation through program reviews, self‑assessments, management assessments, performance metrics, peer reviews, and vulnerability analyses.  

7. REFERENCES.  
The following public laws and policies contain cyber security program requirements and guidance that may be helpful in implementing this Manual.

a. P.L. 104‑106, Information Technology Management Reform Act of 1996 (the Clinger‑Cohen Act).  Online at http://www.tricare.osd.mil/imtr/ppm/documents/clingercohen.pdf

b. Public Law (P.L.) 107‑347, E-Government Act of 2002 (Federal Information Security Management Act [FISMA]), Title III, U.S.C., Federal Information Security Management, December 17, 2002 (http://csrc.nist.gov/policies/FISMA‑final.pdf). 

c. Office of Management and Budget (OMB) Circular No. A‑130, Management of Federal Information Resources, Appendix III, “Security of Federal Automated Information Resources,” November 28, 2000 (http://www.whitehouse.gov/omb/circulars/a130/a130trans4.html).

d. Executive Order (E.O.) 12958, Classified National Security Information, April 17, 1995.  Find Executive orders online at http://www.archives.gov/federal_register/executive_orders/disposition_tables.html.  

e. E.O. 12968, Access to Classified Information, August 2, 1995.  

f. E.O. 12829, National Industrial Security Program, January 6, 1993.  

g. E.O. 13231, Critical Infrastructure Protection in the Information Age, October 16, 2001.  

The following national standards and guidelines provide relevant processes and procedures for implementing this Manual

a. Federal Information Processing Standard Publication (FIPS PUB) 102, Guideline for Computer Security Certification and Accreditation, September 1983.  FIPS PUBs are online at http://www.itl.nist.gov/fipspubs/by‑num.htm.  

b. National Industrial Security Program Operating Manual (NISPOM), May 2002.  

c. National Institute of Standards and Technology (NIST) Special Publication (SP) 800‑12, An Introduction to Computer Security:  The NIST Handbook, October 1995.  Find all NIST 800 series publications on line at http://cs‑www.ncsl.nist.gov/publications/nistpubs/.  

d. NIST SP 800‑14, Principles and Practices for Securing IT Systems, September 1996.  

e. NIST SP 800‑18, Guide For Developing Security Plans for Information Technology Systems, December 1998.  

f. NIST SP 800‑26, Security Self‑Assessment Guide for Information Technology Systems, November 2001.  

g. NIST SP 800‑30, Risk Management Guide for Information Technology Systems, October 2001.  

h. NIST SP 800‑34, Contingency Planning Guide for Information Technology Systems, June 2002.  

i. NIST SP 800‑40, Procedures for Handling Security Patches, August 2002.  

j. NIST SP 800‑46, Security for Telecommuting and Broadband Communication, August 2002.  

k. NIST SP 800‑48, Wireless Network Security 802.11, Bluetooth and Handheld Devices, November 2002. 

l. NIST SP 800‑44, Guidelines for Securing Public Web Servers, September 2002

m. National Security Telecommunications and Information Systems Security Policy (NSTISSP) No. 200, National Policy on Controlled Access Protection, July 15, 1987.  Find Committee on National Security Systems publications online at http://www.nstissc.gov/html/library.html.  

n. National Security Telecommunications and Information Systems Security Instruction (NSTISSI) No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP), April 2000. 

o. NSTISSI No. 4011, National Training Standard for Information Systems Security (INFOSEC) Professionals, June 20, 1994.  

p. NSTISSI No. 4012, National Training Standard for Designated Approving Authority (DAA), August 1997.  

q. NSTISSI No. 4013, National Training Standard for System Administration in Information Systems Security, August 1997.  

r. NSTISSI No. 4014, National Training Standard for Information Systems Security Officers (ISSOs), August 1997

s. NSTISSP No. 11, National Information Assurance Acquisition Policy, January 2000.  

t. OMB Circular A-11, Preparation, Submission and Execution of the Budget, Sections 53 and 300, July 2003 (http://www.whitehouse.gov/omb/circulars/a11/03toc.html).

The following DOE directives provide relevant requirements and procedures for implementing this Manual.

a. Draft DOE M 205.1-C, Incident Prevention Warning and Response (IPWAR), XX-XX-03.

b. Draft DOE M 205.1‑X, Department of Energy Cyber Security Risk Management Manual, XX‑XX‑03.  

c. Draft DOE N 205-A, Certification and Accreditation Process for Information Systems Including National Security Systems, XX‑XX‑03.  

d. DOE M 471.2‑2, Classified Information Systems Security Manual, 8‑3‑99.  

e. DOE N 205.3, Password Generation, Protection, and Use, 11‑23‑99.  

f. DOE O 205.1, Department of Energy Cyber Security Management Program, 3‑21‑03.  

g. DOE O 470.1, Safeguards and Security Program, 9‑28‑95.  

h. DOE O 471.2A, Information Security Program, 3‑27‑97.  

i. DOE P 205.1, Departmental Cyber Security Management Policy, 5‑8‑01.  

j. DOE P 413.1, Program and Project Management Policy for the Planning, Programming, Budgeting, and Acquisition of Capital Assets, 6‑10‑00.  

k. DOE P 470.1, Integrated Safeguards and Security Management (ISSM) Policy, 5‑8‑01.  

l. General Accounting Office (GAO) Report, Computer Security—Improvements Needed to Reduce Risk to Critical Federal Operations and Assets, November 2001.

m. International Organization for Standardization (ISO) 10007, Quality Management—Guidelines for Configuration Management, April 15, 1995.  

2. CONTACT.  Questions concerning this Manual should be addressed to the Office of the Chief Information Officer, (202) 586‑0166.  

BY ORDER OF THE SECRETARY OF ENERGY: 








KYLE E. McSLARROW








Deputy Secretary
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CHAPTER I.  CYBER SECURITY PROGRAM OVERVIEW

1. INTRODUCTION.  DOE has a wide range of information systems and categories, the magnitude of which poses challenges to the security of DOE information assets.  The Federal Information Security Management Act (FISMA) placed firm accountability for the security protection of IT investments with the Head of each agency.  To comply with cyber security aspects of this accountability, DOE must meet requirements listed in paragraph 5 of the introduction to this Manual.  

2. STATUTES AND DIRECTIVES.  He following is a listing of documents and requirements on which DOE’s cyber security management is based.  

a. Office of Management and Budget (OMB) Circular A‑130, Management of Federal Information Resources, November 2000.  

(1) Establishes accountability for information resources management activities and refocuses IT management to support strategic goals and mission through careful review of all technology investments.  

(2) Clarifies requirements for sound investment by requiring agencies to:

(a) work toward the common goal of using IT to improve productivity, effectiveness, and efficiency of Federal programs; and

(b) promote an interoperable, secure, and shared Government‑wide information resource infrastructure.  

b. Appendix III of OMB Circular A‑130, which details requirements to: 

(1) Consider, at each stage of the information life cycle, the effects of decisions and actions on other stages of the life cycle, particularly those concerning information dissemination;

(2) Integrate planning for information systems with plans for resource allocation and use, including budgeting, acquisition, and use of it;

(3) Train personnel to develop and maintain cost‑effective, risk‑based management of information and information systems; 

(4) Protect information commensurate with the risk and magnitude of harm that could result from the loss, misuse, or unauthorized access to or modification of such information; 

(5) Consider the effects of their actions on the privacy rights of individuals, and ensure that appropriate legal and technical safeguards are implemented; 

(6) Record, preserve, and make accessible sufficient information to ensure the management and accountability of agency programs, and to protect the legal and financial rights of the Federal Government; 

(7) Incorporate records management and archival functions into the design, development, and implementation of information systems; and

(8) Plan and implement adequate security for all major applications and general support systems and document them, including system security plans, consistent with NIST guidance.  

c. The Federal Information Security Management Act (FISMA, Public Law 107-347) defines an information security model that includes requirements for:

(1) A comprehensive framework for ensuring the effectiveness of information security controls; 

(2) Effective management and oversight of information security risks and coordination of information security efforts throughout the civilian, national security, and law enforcement communities;

(3) Development and maintenance of minimum controls required to protect federal information and information systems;

(4) Improved oversight of Federal agency information security programs;

(5) Use of commercially developed information security products to protect critical information infrastructure; 

(6) Selection of specific technical hardware and software information security solutions from among commercially developed products; and 

(7) Cyber security programs to protect information and information systems.  

d. DOE O 205.1, Department of Energy Cyber Security Management Program, 3‑21‑03, which defines DOE cyber security goals and requirements.  

e. NIST 800 series Special Publications, which define cyber security regulations for:

(1) Computer security (NIST SP 800‑12);

(2) Information technology (NIST SP 800‑14 and 800‑18);

(3) Self assessment (NIST SP 800‑26);

(4) Risk management (NIST SP 800‑30);

(5) Contingency planning (NIST SP 800‑34);

(6) Security patches (NIST SP 800‑40);

(7) Public web servers (NIST SP 800‑44);

(8) Telecommuting and broadband communication (NIST SP 800‑46); and 

(9) Wireless networks (NIST SP 800‑48).  

CHAPTER II.   PROGRAM CYBER SECURITY PLAN

1. PROGRAM CYBER SECURITY PLAN (PCSP) OVERVIEW.  


Within the cyber security program, senior DOE officials must provide security for the information and information systems that support the operations and assets under their control.


The PCSP describes the Departmental element’s plan and provides guidance for implementing a cyber security program that complies with FISMA, Departmental Directives, and Program-specific requirements. FISMA §3544 is the source for eight key requirements (available on line at http://csrc.nist.gov/policies/fisma‑final.pdf).
2. Requirements.  


Each Departmental element must develop a PCSP that establishes roles, responsibilities, and requirements for protecting the Federal information systems and national security systems under their purview and provides implementation guidance to its sites, as appropriate.  This chapter lists requirements that must be addressed in a PCSP.  The preferred format would follow standards applied to DOE directives.  


Many topics in the PCSP require compliance with NIST Special Publications (SP 800 series) and other Federal standards.  When an organization endorses standards other than those required by this Manual, those standards must be described fully and the need for change explained and justified in the PCSP and/or CSPP.  

The PCSP must address each of the topics listed below.  (NOTE:  When a topic does not apply to the Departmental element, the PCSP or CSPP must explain the reason for the omission.)   In each section of the PCSP, the Departmental element must provide guidance for implementing a cyber security program that complies with FISMA, Departmental Directives, and Program-specific requirements.  To ensure consistency as well as compliance, the PCSP must define the minimum Program requirements for each of the following topics. 

3. ORGANIZATION.  To define the Departmental element’s cyber security structure, requirements, and processes, the PCSP includes the following.

a. Definition of basic security requirements and processes that will be implemented throughout the Departmental element, including risk assessment processes being implemented to achieve system security C&A.  

b. Roles and Responsibilities.  

(1) List staff/management positions responsible for information systems security.  

(2) Describe responsibilities and interrelationships between responsible positions identified.

(3) Define the organization’s plan to address current and ongoing system risks, threats, and vulnerabilities.  

c. Organization Structure.  

(1) Define the IT organization and its connection with the Departmental element’s cyber security program.  (An organization chart can be included to illustrate.) 

(2) Define the organization’s mission and objectives.  

(3) Describe the missions and objectives of the organization’s sub‑elements.  

(4) Define the relationships among the organizations that have PCSP responsibilities.  

(5) List roles and responsibilities of offices accountable for specific cyber security activities.  

4. RISK ASSESSMENT.  FISMA requires “periodic assessments of the risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems that support the operations and assets.”  To define the Departmental element’s risk assessment requirements and processes, the PCSP includes the following.

a. Describe how the organization conducts a risk assessment, including threat and vulnerability analysis. 

b. Define frequency with which assessments are conducted.  Per regulations and DOE Directives, assessments are to be conducted at a minimum every 2 years.  Continuous monitoring of the security controls is required.

c. Describe the assessment process for ascertaining organization’s risk, threat, and vulnerability posture.  (NOTE:  If the Departmental element’s process differs from processes defined in Draft DOE M 205.1‑X, Department of Energy Cyber Security Risk Management Program Manual, XX‑XX‑03, and/or NIST SP 800‑30, the reason must be included.) 

d. Explain how implementation of the risk assessment process affects the following.

(1) System Security Categorization.  

(a) Describe the categorization levels and security control classes.  

(b) Describe the methodology used to determine the appropriate class for confidentiality, integrity, and availability for each system.  

(c) Describe how security control classes conform to requirements for protecting and marking both DOE and non‑DOE information.  

(2) Cyber Resources.  Describe how incorporation of security control classes protects general support systems and major applications.  

(3) Wireless and Portable Computing Devices.  Describe the policy and specific management, operational, and technical controls implemented to secure wireless networks and portable computing devices.  

(a) Remote Access.  Describe the process by which someone outside a system boundary can remotely access information inside the system boundary.  

(b) Foreign Nationals.  Describe the process by which foreign nationals are permitted access to DOE information systems.  

(c) Foreign Government Information.  Describe the process for handling information from foreign governments and how access and/or exchange of the information is restricted.  

(d) Baseline Security Requirements.  Define how the security controls implemented meet baseline security requirements for the information systems covered by the PCSP.  

5. Security Management.  FISMA §3544(b)(2) requires “policies and procedures that:
· “are based on the risk assessments required by §3544(b)(1); 

· “cost effectively reduce information security risks to an acceptable level;

· “ensure that information security is addressed throughout the life cycle of each agency information system; and 

· “ensure compliance with:

· “minimally acceptable system configuration requirements, as determined by agency; and

· “any other applicable requirements, including standards and guidelines for national security systems issued in accordance with law and as directed by the President.”

a. Risk Management.  Describe how risk management is integrated into the system life cycle, including:

(1) planning and budget;

(2) the application of national standards and guidance; 

(3) implementation and utilization of an appropriate system security categorization process;

(4) a risk management program;

(5) protection of cyber resources;

(6) C&A; and 

(7) configuration management (CM).  

b. Planning and Budget.  

(1) Define the process for planning, budgeting, and reporting on security enhancements and upgrades.  

(2) Describe the procedures for ensuring compliance with cyber security requirements for budget requests, capital planning reporting, and resource allocation and prioritization.  

(3) Describe the procedures for ensuring timely requests for cyber support.  

c. Application of National Standards.  Describe how the Head of the Departmental element stays current with national standards and ensures that the organization’s cyber security program conforms to national policy and laws.  

d. Configuration Management.  
(1) Describe how the CM program establishes and preserves security throughout the system life cycle.  

(2) Reference applicable CM manuals and explain how they are implemented, including any program‑specific enhancements.  

(3) Describe the organization’s procedures for making significant changes to system architecture and the requirements for new accreditation.  

(4) Explain how the organization defines “significant change.”

(5) Identify processes used to ensure compliance with standard and documented baseline configurations.  

(6) Describe how security is tested or demonstrated during each stage of the life cycle.  

6. TRAINING, AWARENESS, AND EDUCATION.  FISMA §3544(b)(4) requires “security awareness training to inform personnel, including contractors and other users of information systems that support the operations and assets of the agency, of:

· “information security risks associated with their activities; and

· “their responsibilities in complying with agency policies and procedures designed to reduce these risks.”

a. Detail required security awareness training for DOE and contractor personnel.  

b. List goals and objectives of the training program and levels of training for each functional group with responsibilities described in the PCSP.  

c. Describe how the required levels of education, training, competencies, and awareness are maintained.  

d. Describe how cyber security training is conducted.  

e. Specify the frequency with which cyber security training (initial and refresher) is required.  

f. Identify positions that require training beyond the yearly refresher training.  

g. Identify the positions responsible for overseeing the training, awareness, and education program.  

7. PERIODIC TESTING AND EVALUATION.  FISMA §3544(b)(5) requires “periodic testing and evaluation of the effectiveness of information security policies, procedures, and practices, to be performed with a frequency depending on risk, but no less than annually, of which such testing:

· “shall include testing of management, operational, and technical controls of every information system identified in the inventory required under Section 3505(c), consistent with the principles and guidelines of FIPS 102; and

· “may include testing relied on in an evaluation under §3545, Annual Independent Evaluations.”
a. Self‑Assessments and Metrics.  

(1) List frequency and technical requirements for line and self‑assessments and the reporting of corrective action status.  (NOTE:  The requirement is that self‑assessments be based on risk and done at least annually.  See NIST SP 800‑26.) 

(2) Provide an integrated schedule for the annual review of all systems and their applicable CSPP and the peer reviews of each CSPP no less than once every 3 years.  

(3) Describe any tailoring to a specific methodology used for line and self‑assessments.  

(4) Describe the metrics used for assessing the organization’s compliance with the FISMA, and DOE O 205.1, and for gaining insights into the cyber security management program.  

b. Certification and Accreditation.  Describe the process for determining which general support systems require C&A.  

(1) Identify key individuals in the C&A process by name or position.  

(2) Explain how a system’s acceptable level of risk is determined and by whom.  

(3) Provide implementation details on how to perform the C&A process.  

c. Periodic Testing and Evaluation.  Describe how the security testing and evaluation (ST&E) processes have been/are to be implemented.  

(1) Explain how the ST&E processes conform to national policy for conducting the prescribed independent evaluations for all Federal information systems.  (See FISMA §3545 and DOE M 471.2‑2, Classified Information Systems Security Manual, 8‑3‑99.)

(2) Explain how ST&E is performed annually for all systems.  (NOTE:  The ST&E team must be independent from the system owner.) 

(3) Discuss how the C&A process may be credited as part of the ST&E requirements.  

8. CORRECTIVE ACTION TRACKING AND MITIGATION.  FISMA §3544(b)(6) requires processes for “planning, implementing, evaluating, and documenting remedial action to address any deficiencies in the information security policies, procedures, and practices of the agency.” These plans and costs for remedial actions should be reflected in the capital planning budget for IT investments.  

a. Describe the process for tracking corrective action stemming from internal and external assessments, ST&E, and independent verification and validation, including: 

(1) implementing measures to monitor and track corrective actions;

(2) identifying root causes and implementing systematic and point solutions to mitigate vulnerabilities;

(3) escalating overdue actions to senior management;

(4) prioritizing corrective actions based on security impact; 

(5) ensuring that mitigation measures are tied to resources and budgets (per OMB Circular A‑11, Sections 53 and 300); and 

(6) reporting the status of corrective actions at least quarterly to the Office of Cyber Security.  

9. INCIDENT PREVENTION, ANALYSIS, REPORTING, AND RESPONSE.  FISMA §3544(b)(7) requires “procedures for detecting, reporting, and responding to security incidents, consistent with standards and guidelines issued pursuant to national security systems, including:

· “mitigating risks associated with such incidents before substantial damage is done;

· “notifying and consulting with the Federal information security incident center referred to in section 3546; and

· “notifying and consulting with, as appropriate:

· “law enforcement agencies and relevant Offices of Inspector General;

· “an office designated by the President for any incident involving a national security system; and

· “any other agency or office, in accordance with law or as directed by the President.”

a. Describe how the Head of the Departmental element implements draft DOE M 205.1‑C, Incident Prevention Warning and Response (IPWAR) Manual, XX‑XX‑03.  

b. Address proactive activities, which may include:

(1) Describing how the organization handles cyber security advisories and other notifications.  

(2) Identifying incident response team members by name or position (in an appendix or attachment if the list changes frequently).  

(3) Identifying organizational policies on and procedures for releasing information about cyber security incidents to the public.  

10. CONTINUITY OF OPERATIONS AND CONTINGENCY PLANNING.  FISMA §3544(b)(8) requires “plans and procedures to ensure continuity of operations for information systems that support the operations and assets of the agency.”  

a. Define the strategy for maintaining continuity of operations for each system.  

b. Explain or reference a contingency plan for continuity of system operations.  

c. Identify the criteria for evoking the contingency plan.  

d. Identify organizations or systems requiring timely access to back up facilities.  

e. Explain how and where back up information is stored.  

f. Provide copies of agreements or cite memoranda of agreement with both DOE and non‑DOE organizations that have roles in the continuity of operations plan.  

g. Define frequency requirements for periodic testing of the continuity of operations.  

11. NATIONAL SECURITY SYSTEMS.  

a. The functions detailed in paragraphs 1‑12, above are the starting point.  The sensitivity of information in national security systems requires additional analyses to ensure the confidentiality, integrity, and availability of information and information systems.  Describe additional safeguards required beyond those applied to unclassified Federal information systems.  

b. Describe controlled access protection measures.  (NOTE:  National Security Telecommunications and Information Systems Security Policy [NSTISSP] No. 200 requires a minimum of a (C2) level of protection.).  

c. Describe the organization’s validation program (see FIPS PUB 102).

d. Define information systems security requirements (see NISPOM). 

e. Describe C&A requirements (see National Security Telecommunications and Information Systems Security Instruction (NSTISSI) No. 1000 and DOE M 471.2‑2).

f. Describe training for security professionals and officers, managers, and DAAs, in accordance with NSTISSI Nos. 4011, 4012, 4013, and 4014

12. CYBER SECURITY PROGRAM PLANS.  FISMA §3544(b)(3) requires “subordinate plans for providing adequate information security for networks, facilities, and systems or groups of information systems, as appropriate.”  Organizations within Departmental elements must develop Cyber Security Program Plans (CSPPs) for general support systems/major applications.  (Identify subordinate elements and operational entities, including additional areas or program‑specific policies that need to be added to the CSPP).  

a. Describe the matrix developed to group the system inventory by business function and application, environment, owners, and network connections.  

b. List information systems (listing must correspond to the PCSP).  

c. Explain how system inventory is updated quarterly for submission to the Office of Cyber Security.  

d. Provide any Program-specific requirements for the CSPP not covered elsewhere in the PCSP.

e. Describe the Program review and approval process for CSPPs.  

CHAPTER III.  CYBER SECURITY PROGRAM PLAN

1. CSPP OVERVIEW.  

This chapter includes the requirements that must be addressed in the CSPP to demonstrate compliance with DOE policy, national standards, and statutes.  The document format should be similar to the format used for DOE Directives.  

A CSPP is required for the protection of Federal information systems, including national security systems used in DOE missions.  Requirements and guidance are detailed in:

a. DOE O 205.1 Department of Energy Cyber Security Management Program, 3‑21‑03; 

b. NIST SP 800‑18, Guide for Developing Security Plans for Information Technology Systems; 

c. NSTISSI No. 1000, National Information Assurance Certification and Accreditation Process (NIACAP), April 2000; 
d. National Industrial Security Program Operating Manual (NISPOM), May 2002; and 
e. DOE M 471.2‑2, Classified Information Systems Security Manual, 8‑3‑99.  

It is understood that some systems may have current security plans or other security documents (SSPs or SSSPs) that Departmental elements may use as input to the CSPP.  Those documents may be augmented to satisfy remaining CSPP requirements.  

2. REQUIREMENTS.  

a. The CSPP must be developed, implemented, and maintained for each general support system, major application, or CIP system at a site and, in addition to meeting the guidelines of this Manual, must conform to requirements of the Departmental element’s PCSP.  (NOTE:  CIP systems are determined jointly by the Head of the Departmental element and the system owner at the sub‑element.)

b. The CSPP content is based on compliance with NIST standards (800 series) as required by FISMA.  Any deviations from NIST standards must be identified, described, justified, and approved by the Head of the cognizant Departmental element. 

c. The CSPP must also comply with Program-specific requirements of the appropriate PCSP.

3. Purpose.  The CSPP will:

a. Set forth requirements for protecting DOE cyber information and information systems;

b. Assign roles and responsibilities;

c. Set standards to enhance the security of all Federal information systems, including national security systems;

d. Contribute to maintaining the confidentiality, integrity, availability, and accountability of information; and

e. Provide a basis for internal and external users and reviewers to judge the adequacy of the organization’s cyber security program.

4. CONTENT.  

The General Accounting Office (GAO) report, Computer Security—Improvements Needed to Reduce Risk to Critical Federal Operations and Assets (November 9, 2001), notes that weaknesses exist in cyber systems throughout the 24 agencies reviewed for the report.  The following six major areas of policy, procedure, and technical controls were cited as areas of concern:     

· Security program management;

· Access controls;

· Software development and change controls;

· Segregation of duties;

· Operating systems controls; and

· Service continuity.  

a. The CSPP addresses these six specific weaknesses, as well as other topics required by the Clinger Cohen Act and FISMA.  For topics that do not apply to a specific general support system, major application, or CIP, the topic(s) may be omitted with explanation and justification.  

b. Although a CSPP is required for each general support system, major application, and CIP asset, a site may choose to combine all into a single CSPP that includes specific security requirements (security control class) of the more restrictive general support systems and information unique to a general support system, major application, or CIP (for example, responsible owner, general support system environment, name, and operational status).  Components covered under a single security plan or CSPP must:

(1) Be under the same direct management control; 
(2) Have the same function or mission objective;
(3) Have essentially the same operating characteristics and security needs; and
(4) Reside in the same general operating environment.  

5. Security Program Management.  NIST SP 800‑18 lists system characterization as a key element of a security plan.  The system is identified by “constructing logical boundaries around a set of processes, communications, storage, and related resources.”  

Once the systems for the security plan have been identified, additional information must be gathered as follows.  

a. The system category, general support system or major application.  

b. Security plan development, including:

(1) Identifying information for each system (for example, name/title and contacts for the system and personnel responsible for security);

(2) A general description of the system and its operational status;

(3) A description of the sensitivity and critical need for information on the system (including laws, regulations, and policies governing information confidentiality, integrity, and availability for the system);

(4) A listing of mission-supported major applications, information stored and transmitted, sensitivity, and major hardware and telecommunications components and federal statutes applicable governing access to information on the system (for example, the health insurance portability and accountability act of 1996 for the protection of personal medical data); and

(5) A listing of the mission general support systems, connectivity (local area network [LAN], wide‑area network, etc.), network/system components, operating systems, transmission media, interconnections, system access, and information transmission requirements.  

6. Access Controls.  Automated functions (technical controls) are used to prevent unauthorized access or abuse, detect intruders, and identify security violations.  Benefits of access controls must be weighed against day‑to‑day needs of users to ensure that controls do not make use overly cumbersome. 
a. Identification and Authentication.  

(1) Describe controls used to verify the identity of an individual requesting access.   

(2) Describe additional controls other than the standard user ID and password used to add levels of authentication and non‑repudiation to the controls implemented.  

(3) Explain how site program control needs are chosen to be commensurate with the magnitude of impact that could result from loss of confidentiality, integrity, or availability of the information.  

b. Logical Access Control.  

(1) Explain how controls limit a user’s access to only the programs and information required for the accomplishment of his or her job function.  

(2) Define technologies used for access controls, including access control lists, virtual LANs, or virtual private networks.  

c. Public Access Controls.  Define site public access controls to prevent members of the public from challenging the integrity and availability of information and disrupting public systems.  

d. Audit Trails.  Describe the use of audit trails to track system activity history.  Explain how audit trails are combined with other tools to provide comprehensive security accountability data.  

7. SOFTWARE DEVELOPMENT AND CHANGE CONTROLS.  

a. Describe how CM and change control are used to maintain the risk posture of a system.  

b. Explain how CM is used to document the current state of security controls, analyze proposed changes and provide input into appropriately configuring similar systems.  

(1) Describe how CM is used to prevent an individual’s making a software, hardware, or program change without review and approval.  

(2) Explain how CM ensures that: 

(a) Software changes are documented and authorized by the managers responsible for the programs or operations that the application supports;

(b) New and modified software programs are tested and approved before being implemented; and 

(c) Approved software programs are maintained in carefully controlled libraries to protect them from unauthorized changes and to ensure that different versions are not misidentified.  

(3) Define the following elements of site CM.  

(a) Policies and practices.  

(b) The process used for making significant changes to system architecture.  

(c) The organization’s definition of significant change.  

(d) A list of individuals responsible for CM.  

(e) The CM standard on which the Departmental element’s process is based.  

(4) Describe how CM program controls are selected, analyzed, and tested.  

(5) List standard configurations requirements for each major component (such as, workstation or router configurations).  

(6) Describe processes for ensuring establishment of and compliance with standard configurations (baselines).  

c. Operating System Patch Management.  

(1) Describe how access to and modification of operating system software is controlled to provide reasonable assurance that the operating system will not be compromised or impaired.  

(2) Explain how controls prevent unauthorized individuals from circumventing security controls to read, modify, or delete critical or sensitive information and programs and how authorized system users are prevented from gaining unauthorized privileges (see NIST SP 800‑40, Procedures for Handling Security Patches). 

(3) Describe patch management policies and practices.  

(4) Describe processes for implementation and testing to ensure that systems are protected against identified weaknesses in systems or support libraries.   

d. Life‑Cycle Management.  

(1) Describe how the CM program establishes and preserves security throughout the system life cycle, including initiation, development, acquisition, implementation, operation/maintenance, upgrade, and disposal.  

(2) Describe how security is tested or demonstrated at the system boundary in each life‑cycle phase.  

e. Plan Change Management.  Describe the type of changes in technology (that is, hardware or software), threat environment, etc., to the environment or architecture that would require the CSPP to be changed before its 2‑year cycle ends.  

(1) Describe the change management process.  

(2) Identify personnel responsible for managing the process (by position).  

(3) List types of changes that will be processed through the change system prior to implementation.  

(4) Describe the process for ensuring that changes are tracked from initiation, through approval, implementation, and documentation.  

8. Segregation of duties.  
a. Policies, procedures, and organizational structures must be in place to ensure that one individual cannot independently control all key aspects of a process or computer‑related operation, conduct unauthorized actions, or gain unauthorized, undetected access to assets or records.  One computer programmer, for example, should not be allowed to independently write, test, and approve program changes.  

Segregation of duties alone will not ensure that only authorized activities occur.  Inadequate segregation of duties, however, increases the risk that erroneous or fraudulent transactions could be processed, improper program changes could be implemented, or computer resources could be damaged or destroyed.  

b. Describe the controls applied to the organization’s information systems, including management and operational controls (including physical, procedural, and personnel controls).  

9. Operating Systems Controls.  

These controls are put in place to improve the security posture and operating efficiency and effectiveness of the system and often require people with appropriate training and awareness, some level of technical expertise, and management support.  

a. Personnel Security.  Describe security policies and procedures to prevent personnel from having unauthorized access to information and systems.  

b. Physical and Environmental Protection Describe controls implemented to protect the facility, system resources, and system support from environmental threats.  Include access controls, fire safety, structural safety, data interception, and mobile systems.  

c. Input/Output Controls.  Describe procedures for ensuring safe operation of information systems, including user access control, audit trails, labeling, offsite storage and data protection, sanitization of media, and restricting output access.  

d. Maintenance Controls.  Define controls in place to ensure that those responsible for daily system maintenance and operation maintain a secure operating environment.  Explain how accepted practices of the past, such as simple passwords, trapdoors, and other maintenance shortcuts have been or will be eliminated to ensure that changes to baseline configuration can be approved and fully documented.  

e. Data Integrity and Validation Controls.  Describe virus controls, effective passwords, and perimeter defense/intrusion detection tools that add to the security of and protection for the general support system or major application.  Explain how the organization’s procedures protect data integrity and focus on limiting or eliminating opportunities for malicious alteration or destruction of data.  

f. Documentation.  Explain how accurate system information is documented and maintained.  Include a list of each system’s documents and their locations.  

g. Security Awareness and Training.  Describe user training and security awareness requirements that must be met before the DAA can grant authorization to operate.  Include types of training completed and ongoing training planned as part of both the CSPP and the security plan.  

h. Incident Response Capability.  Describe procedures for handling system security incidents to ensure that events are:

(1) Identified rapidly to minimize impact;

(2) Documented to allow the sharing of information with other Departmental elements and potentially other agencies to protect their networks from similar attacks; and

(3) Entered into a formal reporting system (see OMB Circular A‑130).

10. CONTINUITY OF OPERATIONS.   

a. Describe how contingency planning is used to ensure ongoing operation of the organization’s systems.  Identify all systems that require contingency and disaster planning.  (See NIST SP 800‑34, Contingency Planning Guide for Information Technology Systems.)

b. Describe service continuity controls that address the entire range of potential disruptions—from minor interruptions such as temporary power failures or accidental loss or erasure of files to major events such as fires or natural disasters.  

c. Describe the process for establishing operations at a remote location.  

d. Define the role of management and staff in understanding and supporting system controls throughout the organization.  Include senior management commitment to ensuring that adequate resources are devoted to emergency planning, training, and related testing.  

e. For each general support system that requires an assured level of availability:

(1) Describe the continuity of service plan for response to outages caused by cyber disruption, including the DOE organization’s relevant plans;

(2) Detail procedures (including contingency plans, business interruption plans, and continuity of operation plans) and mechanisms (to include backup and alternate processing locations) used to ensure availability or to limit the degree of disruption or unavailability resulting from a cyber attack; and

(3) Identify individuals responsible for continuity of operations planning.  (NOTE:  For information available in a separate plan, cite the plan by title and date.)

11. ADDITIONAL CSPP CONTENT.  Include applicable requirements or controls in place for the organization but not mentioned in NIST SP 800‑18, Guide for Developing Security Plans for Information Technology Systems, such as new technologies that may have been deployed since the release of applicable NIST guidance.  For systems with current system security plans, the system owners should attach the applicable plans to the CSPP.  

a. Capital Planning.  Describe management procedures for efficient and effective budget planning for cyber security.  Describe how security planning is incorporated into the CPIC process for each IT investment.  Identify security controls that require additional funding for implementation, including the impact of not implementing a proposed security control, and possible alternatives.   

(1) Submit budget requests in timely fashion to allow adequate time for evaluation and inclusion in the DOE budget request.  

(2) Summarize resource requirements for IT security projects in a manner consistent with existing legislation and guidance, including:

(a) FISMA; 

(b) DOE O 471.2A, Information Security Program, 3‑27‑97; 

(c) DOE P 413.1, Program and Project Management Policy for the Planning, Programming, Budgeting, and Acquisition of Capital Assets, 6‑10‑00; and  

(d) OMB Circular A-11, Preparation, Submission and Execution of the Budget, Sections 53 and 300, July 2003. 
b. Performance Assessment.  Describe the process for documenting and reporting changes in the organization’s risk posture for systems and reduction or elimination of security deficiencies, including changes in residual risk based on funding received to implement additional security controls.  

c. Wireless and Portable Computing Devices.  Describe how use of wireless networks and portable computing devices are controlled and documented.  (See NIST SP 800‑48, Wireless Network Security 802‑11, Bluetooth and Handheld Devices.)

d. Web Security.  Describe network and system configuration processes to ensure the integrity of information the site makes available to the public.  

e. E‑mail.  Describe system controls to prevent viruses or other malicious codes from entering the system through e‑mail.  

f. Encryption.  Define how encryption is used to protect information from unauthorized access during transmission.   (See OMB Circular A‑130, FIPS PUB 140‑2, and DOE N 205.3, Password Generation, Protection and Use, 11‑23‑99.  Encryption used must comply with NSA Type 1 end-to-end encryption standard for national security systems.)  

12. National Security Systems.  

a. DOE’s transition from a prescriptive risk avoidance policy to cost‑effective risk management should not be construed as lowering protection requirements for classified information.  Careful consideration should be given to any lowering of security controls and protection levels for national security systems.  

b. Requirements for national security systems are found in:

(1) E.O. 12958, Classified National Security Information, April 17, 1995;

(2) E.O. 12968, Access to Classified Information, August 4, 1995;

(3) E.O. 12829, National Industrial Security Program, January 6, 1993;

(4) NIACAP; and

(5) NISPOM, May 2002.

c. Describe development and maintenance of SSPs with emphasis on classified operations and level of security required before system development begins or as operational changes are made.  

(1) Explain how the DAA is made aware of proposed system changes and how revisions to system design risk profile are addressed.  

(2) Define risk reduction controls implemented to provide assurance that the national security system is operating as agreed in the SSP.  

d. Describe the safeguards implemented to prevent unauthorized disclosure and control authorized disclosure of classified information, including the cognizant security agency’s (CSA’s) annual evaluation of national security systems to ensure that balanced, cost‑effective security is developed and maintained.  

(1) Describe the CSA’s security system review of changes before implementation and the process used to ensure that that CM baseline documentation is maintained.  

(2) Define the basis for CSA removal of the authority‑to‑operate accreditation after changes in architecture or if the security controls are not maintained.   

13. SAFEGUARDS.  

a. Describe measures to ensure that national security systems are managed in compliance with the Departmental element’s PCSP.  

b. Describe controls in place to protect classified information in accordance with E.O. 12968 and to ensure that the process is cost effective and efficient.  

c. Describe CIP plans for those national security systems that are considered critical infrastructure (in accordance with E.O. 13231).  

d. Nothing in this Manual supersedes any requirement made by or under the Atomic Energy Act of 1954 (42 U.S.C. 2011, et seq.).  Restricted Data or Formerly Restricted Data shall be handled, protected, classified, downgraded, and declassified in conformity with the Atomic Energy Act of 1954 (42 U.S.C. 2011, et seq.).  

e. Describe a uniform system for classifying, safeguarding, and declassifying national security information in accordance with E.O.12958.  
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CONTRACTOR REQUIREMENTS DOCUMENT

DOE M 205.1‑A, DOE Cyber Security Program Manual
1. PURPOSE. This Contractor Requirements Document (CRD) establishes the requirements for Department of Energy (DOE) contractors, including National Nuclear Security Administration contractors, with access to DOE information systems.  Contractors must comply with the requirements listed in the CRD. 

This CRD supplements requirements contained in the CRD for DOE O 205.1, including requirements for cyber resource protection, and risk management.  The contractor will ensure that it and its subcontractors cost effectively comply with the requirements of this CRD. 

2. REQUIREMENTS.  

a. General Support System Structure.  DOE contractors are required to identify IT assets as detailed in the OMB Circular A‑130.  A general support system is a collection of information and information resources that have similar security requirements and are protected as a group.  General support systems may include one or more major information technology (IT) investments.  (See Office of Management and Budget [OMB] Circular A‑11.) 

a. Major Application.  DOE contractors are required to identify major applications as detailed in OMB Circular A‑130.  A major application performs a clearly defined function that requires special attention to security because of the risk and magnitude of the harm that could result from the loss, misuse, modification or unauthorized access to the information.  

b. Program Cyber Security Plan (PCSP).  Departmental elements produce the plan as to provide direction to field and site organizations.  PCSPs establish the requirements, responsibilities, and a planning framework for a contractor site’s classified and unclassified cyber security program.  The PCSP is the guiding document for the contractor’s Cyber Security Program Plan (CSPP), which establishes requirements and acceptable methodologies and defines roles and responsibilities and baseline security requirements.  

c. Cyber Security Program Plans (CSPPs).  Each general support system, major application, and critical infrastructure protection (CIP) asset within the contractor’s purview must have a CSPP.  A single CSPP can be developed for multiple general support systems, but it must define security requirements (security control class) of the more restrictive general support system and must include information unique to each general support system (such as responsible owners, general support system environment, name, and operational status).  All IT systems that are mission-critical and those that are considered CIP assets must have a dedicated CSPP.  

3. SECURITY PROGRAM MANAGEMENT.  
a. System characterization must be completed as a key element of a security plan.  The system is identified by “constructing logical boundaries around a set of processes, communications, storage, and related resources.”  (National Institute of Standards and Technology Special Publication [NIST SP] 800‑18, Guide for Developing Security Plans for Information Technology Systems.
)  Components can be placed under a single security plan or CSPP and must:
(1) be under the same direct management control, 

(2) have the same function or mission objective, 

(3) have essentially the same operating characteristics and security needs, and

(4) reside in the same general operating environment.  

b. Once the systems for the security plan have been identified, additional information must be gathered as follows.  

(1) The system category, general support system or major application.  

(2) Security plan development, including:

(a) Identifying information for each system (for example, name/title and contacts for the system and personnel responsible for security);

(b) A general description of the system and its operational status;

(c) A description of the sensitivity and critical need for information on the system (including laws, regulations, and policies governing information confidentiality, integrity, and availability for the system);

(d) A listing of mission-supported major applications, information stored and transmitted, sensitivity, and major hardware and telecommunications components and federal statutes applicable governing access to information on the system (for example, the health insurance portability and accountability act of 1996 for the protection of personal medical data); and

(e) A listing of the mission general support systems, connectivity (local area network [LAN], wide‑area network, etc.), network/system components, operating systems, transmission media, interconnections, system access, and information transmission requirements.  

4. Access Controls.  Automated functions (technical controls) are used to prevent unauthorized access or abuse, detect intruders, and identify security violations.  Benefits of access controls must be weighed against day‑to‑day needs of users to ensure that controls do not make use overly cumbersome. 
a. Identification and Authentication.  

(1) Describe controls used to verify the identity of an individual requesting access.   

(2) Describe additional controls other than the standard user ID and password used to add levels of authentication and non‑repudiation to the controls implemented.  

(3) Explain how site program control needs are chosen to be commensurate with the magnitude of impact that could result from loss of confidentiality, integrity, or availability of the information.  

b. Logical Access Control.  

(1) Explain how controls limit a user’s access to only the programs and information required for the accomplishment of his or her job function.  

(2) Define technologies used for access controls, including access control lists, virtual LANs, or virtual private networks.  

c. Public Access Controls.  Define site public access controls to prevent members of the public from challenging the integrity and availability of information and disrupting public systems.  

d. Audit Trails.  Describe the use of audit trails to track system activity history.  Explain how audit trails are combined with other tools to provide comprehensive security accountability data.    

5. Software Development and Change Controls.  

a. Describe how CM and change control are used to maintain the risk posture of a system.  

b. Explain how CM is used to document the current state of security controls, analyze proposed changes and provide input into appropriately configuring similar systems.  

(1) Describe how CM is used to prevent an individual’s making a software, hardware, or program change without review and approval.  

(2) Explain how CM ensures that: 

(a) Software changes are documented and authorized by the managers responsible for the programs or operations that the application supports;

(b) New and modified software programs are tested and approved before being implemented; and 

(c) Approved software programs are maintained in carefully controlled libraries to protect them from unauthorized changes and to ensure that different versions are not misidentified.  

(3) Define the following elements of site CM.  

(a) Policies and practices.  

(b) The process used for making significant changes to system architecture.  

(c) The organization’s definition of significant change.  

(d) A list of individuals responsible for CM.  

(e) The CM standard on which the Departmental element’s process is based.  

(4) Describe how CM program controls are selected, analyzed, and tested.  

(5) List standard configurations requirements for each major component (such as, workstation or router configurations).  

(6) Describe processes for ensuring establishment of and compliance with standard configurations (baselines).  

c. Operating System Patch Management.  

(1) Describe how access to and modification of operating system software is controlled to provide reasonable assurance that the operating system will not be compromised or impaired.  

(2) Explain how controls prevent unauthorized individuals from circumventing security controls to read, modify, or delete critical or sensitive information and programs and how authorized system users are prevented from gaining unauthorized privileges (see NIST SP 800‑40, Procedures for Handling Security Patches). 

(3) Describe patch management policies and practices.  

(4) Describe processes for implementation and testing to ensure that systems are protected against identified weaknesses in systems or support libraries.   

d. Life‑Cycle Management.  

(1) Describe how the CM program establishes and preserves security throughout the system life cycle, including initiation, development, acquisition, implementation, operation/maintenance, upgrade, and disposal.  

(2) Describe how security is tested or demonstrated at the system boundary in each life‑cycle phase.  

e. Plan Change Management.  Describe the type of changes in technology (that is, hardware or software), threat environment, etc., to the environment or architecture that would require the CSPP to be changed before its 2‑year cycle ends.  

(1) Describe the change management process.  

(2) Identify personnel responsible for managing the process (by position).  

(3) List types of changes that will be processed through the change system prior to implementation.  

(4) Describe the process for ensuring that changes are tracked from initiation, through approval, implementation, and documentation. 

6. Segregation of duties.  

a. Policies, procedures, and organizational structures must be in place to ensure that one individual cannot independently control all key aspects of a process or computer‑related operation, conduct unauthorized actions, or gain unauthorized, undetected access to assets or records.  One computer programmer, for example, should not be allowed to independently write, test, and approve program changes.  

Segregation of duties alone will not ensure that only authorized activities occur.  Inadequate segregation of duties, however, increases the risk that erroneous or fraudulent transactions could be processed, improper program changes could be implemented, or computer resources could be damaged or destroyed.  

b. Describe the controls applied to the organization’s information systems, including management and operational controls (including physical, procedural, and personnel controls).  

7. Operating Systems Controls.  

These controls are put in place to improve the security posture and operating efficiency and effectiveness of the system and often require people with appropriate training and awareness, some level of technical expertise, and management support.  

a. Personnel Security.  Describe security policies and procedures to prevent personnel from having unauthorized access to information and systems.  

b. Physical and Environmental Protection.  Describe controls implemented to protect the facility, system resources, and system support from environmental threats.  Include access controls, fire safety, structural safety, data interception, and mobile systems.  

c. Input/Output Controls.  Describe procedures for ensuring safe operation of information systems, including user access control, audit trails, labeling, offsite storage and data protection, sanitization of media, and restricting output access.  

d. Maintenance Controls.  Define controls in place to ensure that those responsible for daily system maintenance and operation maintain a secure operating environment.  Explain how accepted practices of the past, such as simple passwords, trapdoors, and other maintenance shortcuts have been or will be eliminated to ensure that changes to baseline configuration can be approved and fully documented.  

e. Data Integrity and Validation Controls.  Describe virus controls, effective passwords, and perimeter defense/intrusion detection tools that add to the security of and protection for the general support system or major application.  Explain how the organization’s procedures protect data integrity and focus on limiting or eliminating opportunities for malicious alteration or destruction of data.  

f. Documentation.  Explain how accurate system information is documented and maintained.  Include a list of each system’s documents and their locations.  

g. Security Awareness and Training.  Describe user training and security awareness requirements that must be met before the DAA can grant authorization to operate.  Include types of training completed and ongoing training planned as part of both the CSPP and the security plan.  

h. Incident Response Capability.  Describe procedures for handling system security incidents to ensure that events are:

(1) Identified rapidly to minimize impact;

(2) Documented to allow the sharing of information with other Departmental elements and potentially other agencies to protect their networks from similar attacks; and

(3) Entered into a formal reporting system (see OMB Circular A‑130).

8. Continuity OF OPERATIONS.  

a. Describe how contingency planning is used to ensure ongoing operation of the organization’s systems.  Identify all systems that require contingency and disaster planning.  (See NIST SP 800‑34, Contingency Planning Guide for Information Technology Systems.)

b. Describe service continuity controls that address the entire range of potential disruptions—from minor interruptions such as temporary power failures or accidental loss or erasure of files to major events such as fires or natural disasters.  

c. Describe the process for establishing operations at a remote location.  

d. Define the role of management and staff in understanding and supporting system controls throughout the organization.  Include senior management commitment to ensuring that adequate resources are devoted to emergency planning, training, and related testing.  

e. For each general support system that requires an assured level of availability:

(1) Describe the continuity of service plan for response to outages caused by cyber disruption, including the DOE organization’s relevant plans;

(2) Detail procedures (including contingency plans, business interruption plans, and continuity of operation plans) and mechanisms (to include backup and alternate processing locations) used to ensure availability or to limit the degree of disruption or unavailability resulting from a cyber attack; and

(3) Identify individuals responsible for continuity of operations planning.  (NOTE:  For information available in a separate plan, cite the plan by title and date.)

9. ADDITIONAL CSPP CONTENT.  Include applicable requirements or controls in place for the organization but not mentioned in NIST SP 800‑18, Guide for Developing Security Plans for Information Technology Systems, such as new technologies that may have been deployed since the release of applicable NIST guidance.  For systems with current system security plans, applicable plans should be attached to the CSPP.  

a. Capital Planning.  Describe management procedures for efficient and effective budget planning for cyber security.  Describe how security planning is incorporated into the CPIC process for each IT investment.  Identify security controls that require additional funding for implementation, including the impact of not implementing a proposed security control, and possible alternatives.   

(1) Submit budget requests in timely fashion to allow adequate time for evaluation and inclusion in the DOE budget request.  

(2) Summarize resource requirements for IT security projects in a manner consistent with existing legislation and guidance, including:

(a) FISMA; 

(b) DOE O 471.2A, Information Security Program, 3‑27‑97; 

(c) DOE P 413.1, Program and Project Management Policy for the Planning, Programming, Budgeting, and Acquisition of Capital Assets, 6‑10‑00; and  

(d) OMB Circular A-11, Preparation, Submission and Execution of the Budget, Sections 53 and 300, July 2003. 
b. Performance Assessment.  Describe the process for documenting and reporting changes in the organization’s risk posture for systems and reduction or elimination of security deficiencies, including changes in residual risk based on funding received to implement additional security controls.  

c. Wireless and Portable Computing Devices.  Describe how use of wireless networks and portable computing devices are controlled and documented.  (See NIST SP 800‑48, Wireless Network Security 802‑11, Bluetooth and Handheld Devices.)

d. Web Security.  Describe network and system configuration processes to ensure the integrity of information the site makes available to the public.  

e. E‑mail.  Describe system controls to prevent viruses or other malicious codes from entering the system through e‑mail.  

f. Encryption.  Define how encryption is used to protect information from unauthorized access during transmission.   (See OMB Circular A‑130, FIPS PUB 140‑2, and DOE N 205.3, Password Generation, Protection and Use, 11‑23‑99.  Encryption used must comply with NSA Type 1 end-to-end encryption standard for national security systems.)  

10. NATIONAL SECURITY SYSTEMS.  

a. DOE’s transition from a prescriptive risk avoidance policy to cost‑effective risk management should not be construed as lowering protection requirements for classified information.  Careful consideration should be given to any lowering of security controls and protection levels for national security systems.  

b. Requirements for national security systems are found in: 

(1) E.O. 12958, Classified National Security Information, April 17, 1995;

(2) E.O. 12968, Access to Classified Information, August 4, 1995;

(3) E.O. 12829, National Industrial Security Program, January 6, 1993:

(4) NIACAP; and

(5) NISPOM, May 2002.

c. Describe development and maintenance of SSPs with emphasis on classified operations and level of security required before system development begins or as operational changes are made.  

(1) Explain how the DAA is made aware of proposed system changes and how revisions to system design risk profile are addressed.  

(2) Define risk reduction controls implemented to provide assurance that the national security system is operating as agreed in the SSP.  

d. Describe the safeguards implemented to prevent unauthorized disclosure and control authorized disclosure of classified information, including the cognizant security agency’s (CSA’s) annual evaluation of national security systems to ensure that balanced, cost‑effective security is developed and maintained.  

(1) Describe the CSA’s security system review of changes before implementation and the process used to ensure that that CM baseline documentation is maintained.  

(2) Define the basis for CSA removal of the authority‑to‑operate accreditation after changes in architecture or if the security controls are not maintained.   

11. SAFEGUARDS.  

a. Describe measures to ensure that national security systems are managed in compliance with the Departmental element’s PCSP.  

b. Describe controls in place to protect classified information in accordance with E.O. 12968 and to ensure that the process is cost effective and efficient.  

c. Describe CIP plans for those national security systems that are considered critical infrastructure (in accordance with E.O. 13231).  

d. Nothing in this Manual supersedes any requirement made by or under the Atomic Energy Act of 1954 (42 U.S.C. 2011, et seq.).  Restricted Data or Formerly Restricted Data shall be handled, protected, classified, downgraded, and declassified in conformity with the Atomic Energy Act of 1954 (42 U.S.C. 2011, et seq.).  

e. Describe a uniform system for classifying, safeguarding, and declassifying national security information in accordance with E.O.12958.  
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GLOSSARY

Accreditation— Formal declaration by a Designated Accrediting Authority (DAA) that an IS is approved to operate in a particular security mode at an acceptable level of risk, based on the implementation of an approved set of technical, managerial, and procedural safeguards.

Architecture—The configuration of equipment or interconnected systems or subsystems used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information; includes computers, ancillary equipment and services, and related resources.  

Audit—Independent review and examination of records and activities to assess the adequacy of system controls, to ensure compliance with established policies and operational procedures, and to recommend necessary changes in controls, policies, or procedures.  

Availability—A security objective that seeks timely, reliable access to data and information services for authorized users.  

Certification—Comprehensive evaluation of the technical and nontechnical security safeguards of an IS to support the accreditation process that establishes the extent to which a particular design and implementation meet a set of specified security requirements.  

Certification and Accreditation Boundary—All components of a system to be accredited by the designated approving authority, excluding separately accredited systems to which the system is connected.  

Classified Information—Information that has been determined pursuant to Executive Order 12958 or any predecessor Order, or by the Atomic Energy Act of 1954, as amended, to require protection against unauthorized disclosure and is marked to indicate its classified status.  

Confidentiality—Security objective that seeks to ensure that information is not disclosed to unauthorized persons, processes, or devices; assurance that information is not disclosed to unauthorized persons, processes, or devices.  

Configuration Baseline—Approved allocated configuration documentation for all assets in the network general support system; controlled baseline.  

Configuration Item—Hardware, software, or combination thereof that satisfies an end‑use function and is designated for separate configuration management and marked by an alphanumeric identifier that serves as the unchanging base for the assignment of serial numbers to identify units of the configuration item.  

Configuration Management—Management of security features and assurances by controlling changes to hardware, software, firmware, documentation, testing, fixtures, and documentation throughout the life cycle of an information system.  

Cyber Information—Data that supports one or more specific tasks or functions and are created, entered, processed, stored, displayed, or transmitted on or with an electronic system.

Cyber Security—Protection of information technology investments against unauthorized access to or modification of information in storage, processing, or transit; loss of accountability for information and user actions; and denial of service to authorized users; measures necessary to protect against, detect, and counter threats.  

Departmental Elements— A term used for those Department of Energy Programs and Administrations listed in Attachment 1.
DOE Contractor—An entity that manages, operates, or provides services to DOE research or production facilities.  

Federal Information System—A discrete information system for collecting, processing, storing, transmitting, displaying, disseminating, and disposing of unclassified information.  

General Support System Owner—The person responsible for procurement, development, integration, modification, or operation and maintenance of the information technology system.  

General Support System—An interconnected set of information resources sharing common functionality, under the same direct management control; includes hardware, software, information, data, applications, communications, and personnel; local area networks, smart terminals, that support a branch offices; an agency‑wide backbone; a communications network; a Departmental data processing center and its operating system and utilities; a tactical radio network; or a shared information processing service organization.  (See Office of Management and Budget (OMB) Circular A‑130, Appendix III.)


Heads of Departmental Elements—Managers directors and others in management positions for first‑tier Federal organizations; at Headquarters, the Secretary, Deputy Secretary, Under Secretary, and Secretarial Officers (Assistant Secretaries and Staff Office Directors); in the field, managers of the eight Operations Offices, the three Field Offices, and administrators of the Power Marketing Administrations.  

Information Security Policy—The aggregate of Directives, regulations, rules, and practices that regulate information management, protection, and distribution; (such as laws, Executive Orders, DOE Directives and local regulations); all security requirements applicable to specific information.  

Information System— Set of information resources organized for the collection, storage, processing, maintenance, use, sharing, dissemination, disposition, display, or transmission of information.

Information Systems Security Officer—Person responsible to for the security of an information system throughout its life cycle; reports to the designated approving authority; system security officer.  

Information Technology (IT)—Any equipment or interconnected system or subsystem of equipment used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by an executive agency directly or through a contractor; includes computers, ancillary equipment, software, firmware, and related procedures, services (including support services), and resources.  IT does not include incidental equipment acquired by a Federal contractor or national security systems as defined in the Clinger‑Cohen Act of 1996 (40 U.S.C. 1452).  (See Office of Management and Budget [OMB] Circular A‑130, Appendix III.)

Information Technology Investment—A discrete set of information and information technology organized for collecting, processing, maintaining, transmitting, and disseminating information in accordance with defined procedures, whether automated or manual; investments require an Exhibit 300 and/or 53 for funding justification.  (See Office of Management and Budget (OMB) Circular A‑11, Sections 53 and 300.)  

Major Application—An application that performs a clearly defined function which requires special attention to security because of the risk and magnitude of the harm that could result from the loss, misuse or modification of unauthorized access to the information in the application.  NOTE:  All Federal applications require some level of protection.  Certain applications, because of the information residing in them, require special management oversight and should be treated as major applications.  Adequate security for other applications is provided by the security of the systems in which they operate.  (See OMB Circular A‑130, Appendix III.)

National Security Information—Information that requires protection against unauthorized disclosure.  (See Executive Order 12958.) 

National Security System— Any telecommunications or information system operated by the United States Government, the function, operation, or use of which: 1. involves intelligence activities; 2. involves cryptologic activities related to national security; 3. involves command and control of military forces; 4. involves equipment that is an integral part of a weapon or weapon system; or 5. is critical to the direct fulfillment of military or intelligence missions and does not include a system that is to be used for routine administrative and business applications (including payroll, finance, logistics, and personnel management applications). (Title 40 U.S.C. Section1452, Information Technology Management Reform Act of 1996.)  

Non‑repudiation— Assurance the sender of data is provided with proof of delivery and the recipient is provided with proof of the sender's identity, so neither can later deny having processed the data.  

Risk—A combination of the likelihood that a threat will occur, the likelihood that an occurrence will have an adverse effect, and the likely severity of the resulting impact.  

Risk Assessment—The process of analyzing threats to and vulnerabilities of an information system and potential security impact from the loss of information or system capabilities.  The resulting analysis is a basis for identifying appropriate and cost‑effective countermeasures.  

Risk Management— Process of identifying and applying countermeasures commensurate with the value of the assets protected based on a risk assessment.  

Security—Measures and controls that ensure the confidentiality, integrity, availability, and accountability of the information processed and stored by a computer; cyber security.  

Security Control Class—The set of management, technical, and operational controls on a general support system or major application to provide a desired level of security (low, medium, high) for confidentiality, integrity, and accessibility.  

Security Test and Evaluation—Examination and analysis of safeguards required to protect an information system in an operational environment to determine system security posture.  

System—A set of interrelated components; mission, environment, and architecture as a whole.  

System Security Authorization Agreement—A formal agreement among the designated approving authority, certifier, information system user representative, and program manager used throughout the National Information Assurance Certification and Accreditation Process and DOE Certification and Accreditation Program to guide actions and document decisions, security requirements, certification tailoring, level of effort, certification results, certifier’s recommendation, and the designated approving authority’s approval to operate.  

Threat— Any circumstance or event with the potential to adversely impact an IS through unauthorized access, destruction, disclosure, modification of data, and/or denial of service.  For example:

· External, coming from individuals who use technical knowledge or social engineering to gain unauthorized access (either via remote or gained local access) to perform malicious activity in cyber systems.  

· Insider, intentional or unintentional, comes from one with authorized access to a system.  

· Foreign Access, either remote or internal to the information environment, which must be approved by an official designated by the DOE site manager or line‑level organization accountable for the approval decision.  

· Portable Electronic Devices, laptop computers, palm devices, and cell phones capable of receiving, storing, or transmitting data in an electronic format.  Issues of concern include data aggregation, theft, and radio frequency/infrared interconnectivity.  

· Mosaic, a threat that classified information or information requiring enhanced protection will be derived by combining separate pieces of information available from different organizations.  

Threat Assessment—Formal description and evaluation of a threat to an information system.  

Unclassified— Information that has not been determined pursuant to E.O. 12958 or any predecessor order to require protection against unauthorized disclosure and that is not designated as classified.  

Unclassified National Security/Nuclear—The mission interoperability cluster dealing with unclassified national security information and systems; includes the following systems Unclassified Controlled Nuclear Information, Naval Nuclear Propulsion Information, military/dual use information, and nonproliferation information.  

Vulnerability— Weakness in an IS, system security procedures, internal controls, or implementation that could be exploited, as follows:  

· Major Vulnerability, one that, if discovered and exploited, could result serious damage to national security.  

· Unspecified Major Vulnerability, one that is specified in no greater detail than the specific security system (or one of its major components) when it occurs; a weakness in a system or organization’s defenses that could be exploited.  

Vulnerability Assessment—The systematic examination of an information system or product to determine the adequacy of security measures, identify security deficiencies, provide data from which to predict the effectiveness of proposed security measures, and confirm the adequacy of such measures after implementation.  
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